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Abstract This research is focused on analyzing spillover effects from crude oil to

agricultural commodities futures markets. Moreover, emphasis is placed on the ‘‘reverse’’

relationships between spot and futures markets with particular attention given to the in-

terrelationships. The study is interesting for reasons of economics and finance as well as for

taking into account geo-political considerations. This study lends insight into the empirical

validity of reverse regressions hypothesizing that spot prices today contain information

useful for predicting forward rates in the future. This paper considers the importance of the

effects of temporal aggregation as well as alternative time series model specifications and

assumptions on the distributions of residuals. In addition to the assumption of normality,

the paper considers use of a fat-tailed distribution (multivariate t-distribution) to examine

the robustness of results that are based on the normality assumption. Finally, models are

compared in terms of ex post predictive validity.
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1 Introduction

This primary purpose of this research is to analyse spillover effects from crude oil to

agricultural commodities futures markets. Emphasis is placed on the ‘‘reverse’’ relation-

ships between spot and futures markets with particular attention given to the interrela-

tionships. The primary purpose of this paper is to lend insight into the empirical validity of

reverse regressions hypothesizing that spot prices today help to predict forward rates in the

future and the importance of temporal aggregation and alternative distributional assump-

tion on the error terms in estimating such relationships. The study is interesting for reasons

of economics and finance as well as for econometrics and statistics. Primary commodities

prices are known to be extremely volatile. As indicated by Brown (2008), a majority of

developing countries and a significant percentage of developed countries are heavily de-

pendent on primary commodities for export earnings. Particularly for less developed

countries, dependence on primary commodities leaves them vulnerable to commodities

price shocks.

The importance of energy markets in explaining volatility in agricultural commodities

prices has been a topic of considerable interest. The oil price transmission to agricultural

commodity prices states that a rise in oil prices results in higher agricultural commodity

prices by increasing costs of production through its impacts on fertilizer, chemicals,

transportation costs, and other inputs. Scholarly work focused on the relationship between

the energy sector and agricultural commodities has been published by, Yu et al. (2006),

Baffes (2007), Zhang and Reed (2008), Balcombe (2010) and Gilbert (2010a, b), Saghaian

(2010), Nazlioglu (2011), Trujillo-Barrera et al. (2012), and Cartwright and Riabko (2015).

Baffes (2007) reports that among non-energy commodities, oil prices have the highest

pass-through to food commodities and fertilizers. Saghaian (2010) using time-series and

directed graph theory approaches, finds a correlation between oil and commodity prices,

but the evidence of a (Granger) causal link is mixed. Cartwright and Riabko (2015) find

mixed results depending on temporal aggregation and model specification. Campiche et al.

(2007) examined the covariability between crude oil prices and corn, sorghum, sugar,

soybeans, soybean oil and palm oil prices over the period 2003–2007. Beak and Seo (2015)

consider the spillover effects from volatility in oil markets onto financial markets. The

literature indicates that the relationship between oil prices and those of agricultural

commodities is far from clear-cut justifying ongoing study.

While beyond the scope of this research studies such as Fung et al. (2003) and Frino et al.

(2010) have considered relationships as between commodity futures prices between markets

and taking into account size of market. Also, more recently, there have been investigations

such as those by Muhammed and Kebede (2009), Chen et al. (2010) and Roberts and

Schlenker (2013) focused on a second transmission mechanism. i.e., that the increases in oil

prices results in the growth of corn- and soybean-based biofuels production that drives up

demand for these agricultural commodities increasing the agricultural commodity prices.

Finally, an added consideration in analyzing the oil to food commodity price transmission is

the geo-political price-distorting considerations. It is generally understood that fluctuations

in oil prices can endanger economic and political stability. Nowhere was this phenomenon

more noticeable than during the Arab Spring protests. The immediate cause of protests in

Algeria was raising food prices. In Kuwait, the Emir announced 14 months of free staple

foods for nationals as part of a general subsidy package. In Egypt, food subsidies have been

a bone of contention in domestic politics since the bread riots of 1977 (Woertz 2011). In

Saudi Arabia, recognizing that by 2016 all wheat and a high percentage of other agricultural
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commodities will be imported, government policy incents the execution of bilateral

agreements with host countries having rich agricultural sectors providing guaranteed rights

to export commodities from the host to Saudi Arabia. Such agreements are intended to lock-

in long-term investments and guarantees of food commodities while circumventing the

uncertainties of the open market (Harrigan 2014).

This research analyzes empirically the possible effects of oil prices on wheat, soy, and

corn futures contract prices at a future point in time. Consideration is given to the effects of

temporal aggregation on any such relationships and the implications for alternative as-

sumptions on the error terms. This paper does not seek to directly address the issues

concerning efficiency of markets nor does it take on the task of determining price response

to ‘‘fundamentals’’ such as weather as in the work by Pindyck (2001). While commodity

prices such as wheat and oil exhibited considerable volatility over the period of study (for

example, the price of oil rising from 70 USD in 2006 to over 140 USD in 2008, declining

to just under 40 USD in 2009 and rising to near 110 USD in 2011), this work does not

address the possible roles of basic supply and demand shifts versus the role of speculation

(Knittel and Pindyck 2013).

It is well-known that intertemporal effects in financial models are prevalent. In-

tertemporal effects have been recognized at least since the work of Merton (1976) and

Black (1976) and the phenomena of fat tails associated with financial series has been

studied since the seminal work of Mandelbrot (1963). Temporal aggregation has been a

frequent topic of past and recent research in economics and finance. Problems of temporal

aggregation arise frequently in economics and econometric analysis as a consequence of

using macro or aggregated data to estimate underlying micro, or disaggregate relationships.

Results from research indicate that effects of temporal aggregation can adversely impact

statistical estimation, inference and dynamic lag structures. Evidence relevant to this

analysis (Engle and Liu 1972; Rowe 1976; Cartwright and Lee 1987; Marcellino 1999;

Silvestrini and Veredas 2005) indicates that time series aggregation will most certainly

influence standard errors on parameter estimates as standard errors are likely to increase

with aggregation. Therefore, t-ratios are likely to change as well. While goodness-of-fit

measures might increase with aggregation, forecast accuracy with macro-level aggrega-

tions might deteriorate owing to information loss due to the averaging of observations

associated with an underlying micro-level structure. Generally, the results show adverse

effects of temporal aggregation on statistical estimation, inference and on dynamic lag

structures.

Following Silvestrini and Veredas (2005), aggregation of time series raises many issues

relevant for the practitioner. For example, if a time series can be characterized by a

particular specification at one level of aggregation, what is the correct specification at an

alternative aggregation? If data are available at both micro and macro levels of aggrega-

tion, which series should be modeled? If information loss owing to aggregation is of

concern, how best measure the information loss?

In addition to considering alternative conditional volatility models and temporal ag-

gregation, this research considers that the error distributions may not be normally dis-

tributed and that the error terms are best modelled under assumptions of non-normality and

asymmetric volatility. Liu and Brorsen (1995), Doong et al. (2005) and Chang et al. (2012),

have considered related issues. In particular, Liu and Brorsen (1995) test a GARCH-stable

process as a model of the distribution of daily futures prices and find that the GARCH-

stable process cannot be rejected as a model of 12 of the 37 price series considered. More

specifically, this research considers residual behavior under both the assumptions of the

normal and t-distributions.
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Following this Introduction, Sect. 2 sets forth the models and methodology of interest.

The focus of this section is on the justification and specification of reverse regressions and

the introduction of the time series models applied in this research. Section 3 provides a

description of the data. Taking Cartwright and Riabko (2015) as a point of departure, in

order to develop understanding of the consequences of aggregation when modeling

commodities futures contract price data, models are estimated and evaluated at increas-

ingly higher levels of temporal aggregation; daily, weekly and monthly. This research

extends the work by analyzing increasingly complex models under alternative assumptions

on the distribution of the errors. The results are reported in Sect. 4. Section 5 considers the

issue of forecasting performance of selected models evaluating forecast efficiency and

possible gains from application of models with higher orders of complexity. The summary

and conclusions from the empirical work appear in the final section.

2 Models and methodology

2.1 Model

Since the 1970s, empirical research on financial markets behavior and performance has

emphasized the efficient market hypothesis, which states that given a particular financial

contract with developed forward and spot markets, the forward price reflects all infor-

mation possessed by persons active in that market. Therefore, in an open market, the

forward price should be an unbiased predictor of the future spot price (Fama 1965).

Empirical tests of this relationship take the form of a regression

sðt þ kÞ ¼ Wþ bf kðtÞ þ eðt þ kÞ ð1Þ

where s(t) = the spot price on contracts of wheat at period t; f(t) = the average of the

30-day forward contract price recorded at period t - 1; e(t) = error disturbance assumed

distributed normal and independently with zero mean variance r2; k = number of periods

into the future from the time period t.

The efficient market hypothesis implies that the estimate of the constant term is not

significantly different from zero and the estimate of b is not significant different from 1.0.

Research as considered relationships between spot and futures commodity markets con-

sidering arbitrage and hedging opportunities. The research by Lin et al. (2003) is an

example of these directions for research.

Note that fk(t) is 30-day forward price. Weekly and monthly data series were con-

structed from daily data averaging time intervals taking into account multiple contracts,

week-ends and trading holidays.

In this paper, interest is in the reverse regression, i.e.

f kðt þ kÞ ¼ Wþ bsðtÞ þ eðt þ kÞ ð2Þ

or more generally, interest is in the model

f kðt þ kÞ ¼ W0 þ b0sðtÞ þ d0oðtÞ þ e0ðt þ kÞ ð20Þ

where fk(t) = the average of the k-day forward contract price recorded at period t;

s(t) = the spot price on contracts of wheat at period t; o(t) = the spot price for oil (Brent)

at period t; e(t) = error disturbance assumed distributed normal and independently with

zero mean variance r2; k = number of periods into the future from the time period t.
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A precedent for such reverse regressions has been established in exchange rate models

by Campbell and Shiller (1987), Engel and West (2005), and Chen et al. (2008). Funda-

mentally, (2) points to the notion that today’s market state (and past realizations in the

dynamic case considered below) effects the forward-looking variable. Simply put, (1) asks

the question ‘‘Are futures prices (1) an unbiased and/or (2) accurate predictor of subsequent

spot prices?’’ Equation (2) and its extended formulation (2)’ reverse the question by asking

‘‘Is there information content in today’s spot price(s) useful (unbiased and accurate) for

predicting subsequent futures prices’’?

The argument underlying (2) and (20) is as follows. Futures prices reflect the price that both

the buyer and the seller agree will be the price of the given commodity upon delivery. Therefore,

these prices provide direct information about investor’s expectations about the future price of

the agricultural commodity of interest. Like the prices of every other risky asset, however,

commodity futures prices include risk premiums, to reflect the possibility that spot prices at the

time of delivery may be higher or lower than the contracted price. The difference is expressed as

a percentage of the current spot price. As risk premiums may be large and volatile over time,

agricultural commodity futures prices might not be the best predictor of futures prices.

The current, or spot price, of the commodity of interest as well as other commodity

prices, e.g., oil, transmitting information about the future state might be useful for pre-

dicting future price movements. Given certain simplifying assumptions, the opportunity

cost of storing a commodity is the foregone interest rate (Hotelling 1931). Therefore, in

theory, the expected rate of return to holding a commodity should be identical to the

interest rate. Practically, holding commodity stocks often provides some advantages or

flexibilities for manufacturers in managing operational risks. Such benefits (net of storage

costs) are called ‘‘convenience yields’’ and should be reflected as a premium, mostly

positive, in the current commodity price. The expected rate of return of oil stocks may not

be identical to the interest rate, and a forecast based on the current spot price may tend to

over predict future oil prices. This research intends to lend insight into the presence and

extent of any spot market to futures market transmission or spillover effects.

Technically, the idea is that the price of the commodity in question today reflects expec-

tations of future changes in market conditions, so it should be a useful predictor. Further, this

research intends to test the empirical validity of the hypothesis that there is pass-through from

the current (spot) price of oil to the futures contract price. In the context of this research, if

contemporaneous or strict causality from the spot to the futures market is owing to supply chain

transmission of effects from energy markets to food commodity prices, the monthly unit of

aggregation can be entertained as appropriate. Following Chen et al. (2008), it is recognized

that endogeneity problems in such models make sorting out of the dynamic causality difficult,

if not impossible, and parameter instability exacerbates the statistical problems. In this paper,

alternative methods and specifications are applied in an effort to gain insight into the issues of

aggregation, acknowledging that the issues of causal interpretation are not resolved.

2.2 Time series methodology

As research has shown inadequacy of static models, this research extends the results above

to estimate a dynamic formulation of (20) shown in Eq. (3).

f kðt þ kÞ ¼ W00 þ u00f kðt þ k � 1Þ þ b00sðtÞ þ d00oðtÞ þ e00ðt þ kÞ ð3Þ

where f(t ? k - 1) indicates the lagged dependent variable at time t ? k - 1. The coef-

ficient 0C/\1 and the error term is assumed to have zero expectation and constant
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variance. The model is well-known in economics and finance as a lagged dependent

variable (LDV) model, or more specifically, Eq. (3) is a restricted form of the autore-

gressive distributed lag (ADL) in which the specification above implies an infinite

geometric lag on the variables s(t) and o(t). A more detailed discussion of the infinite

geometric lag is provided by Judge et al. (1985).

With respect to model estimation and forecasting, this research considers the GARCH

and EGARCH time series models with daily, weekly and monthly data under alternative

assumptions on the error terms, i.e., normal and t distributions. The analysis and prediction

of temporal dependence in the second-order moments of financial returns is recognized as

important in financial modelling (Bauwens et al. 2006).

Following Engle (1982), Bollerslev (1986), Bollerslev et al. (1994) and Engle (2002)

consider the time series, yt = Et-1(yt) ? et, where Et-1(yt) is the conditional expectation

of yt at time t - 1 and et is the error at time period t. The generalized autoregressive

conditional heteroscedastic (GARCH) model of Bollerslev (1986) is given as

et ¼ h
1=2
t gt; gt �N 0; 1ð Þ ð4Þ

ht ¼ xþ
Xp

j¼1

aje
2
t�j þ

Xq

j¼1

bjht�j ¼ xþ a Lð Þe2
t þ b Lð Þr2

t ð5Þ

where x[ 0, aj C 0 and bj C 0 are sufficient to ensure that the conditional variance

ht[ 0. L is the backshift operator. In Eq. 5 aj represents the ARCH effect, bj captures the

GARCH effects and (aj ? bj) measures the persistence of the shocks to the variable of

interest I to long-run persistence. Provided that the roots of (1 - a(L) - b(L)) and (1 -

b(L)) lie outside the unit circle, then et
2 exhibits stability and covariance stationarity.

An alternative model proposed by Nelson (1991) accommodates asymmetry between

positive and negative shocks as well as leverage. The proposed Exponential GARCH

(EGARCH) interprets ARMA models for the logarithm of the condition variances such that

ln ht ¼ xþ
Xp

i¼1

ai gt�ij j þ
Xp

i¼1

cigt�i þ
Xq

j¼1

bjln ht�j: ð6Þ

In Eq. (6) | gt-i | and gt-I capture the size and sign effects, respectively, of the stan-

dardized shocks, i.e., gt-I = (et-i/rt-i). More specifically, (6) implies that the leverage

effect allowing the variance to respond differently following negative or positive shocks of

equal magnitude is exponential and that the forecasts of the conditional variance are

necessarily non-negative. The presence of leverage effects can be tested by ci\ 0. The

impact is asymmetric if ci = 0. So, the model estimates both the sign and magnitude

effects. McAleer (2005) and McAleer et al. (2007) provide a discussion of differences

between GARCH and EGARCH models. Other methods and specifications such as GJR-

GARCH (Glosten et al. 1992) are interesting, however, EGARCH has been applied to

capture size and assign effects as the methods uses standardized residuals to capture

conditional shocks and there are no restrictions on the parameters for the conditional

variance.

As concerns the assumed distribution of the residual or error terms, since the paper by

Fama (1965), there has been considerable evidence of the importance of non-normality of

the error in financial models. Significant contributions in this area include Affleck-Graves

and McDonald (1989), Richardson and Smith (1993) and Dufour et al. (2003). In this

paper, both the normal and t distributions are considered.
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3 Data

The empirical analysis is based on daily, weekly, and monthly prices. Spot and 30-day

futures prices data were collected for U.S. soy, wheat and maize contracts. Wheat futures

data have been collected for France and corn 30-day futures and spot prices were collected

for Brazil. Spot and futures price data for Brent oil have been collected on a consistent

basis with the data for agricultural commodities. The daily spot rates and daily futures rates

were taken from the International Grain Council (International Grain Council 2013) data

base which corresponds to International Exchange (ICE) data. The ICE Brent Crude Fu-

tures contract is a deliverable contract based on EFP delivery with an option to cash

settlement. On the daily basis, the data cover 14 November 2006 through 31 December

2013; 1861 daily observations. Aggregate data, i.e., weekly and monthly series, have been

computed directly from the daily data series in order to guarantee correspondence between

the series over time.

It is well-known that the situation of missing observations in financial time series is

common. While it is not the primary focus of this study, the methodology used to replace

or impute missing observations is important. Overall, the series were virtually complete

having less than 5 % of the observations missing. Descriptive statistics for the time series

analyzed are shown in Table 1. Missing observations were imputed using simple linear

interpolation for missing observations was applied.

4 Model results

4.1 Daily data

Following Engle (1982), Bollerslev (1986), Bollerslev et al. (1994) and Engle (2002), the

GARCH procedure is applied to estimate the parameters the multivariate generalized

autoregressive heteroscedastic model for daily weekly and monthly observations. In this

procedure the conditional variances are modeled as univariate generalized autoregressive

conditionally heteroscedastic models and the covariances are modeled as nonlinear

Table 1 Descriptive statistics for agricultural commodities, daily time series (n = 1861 in local currency)

Series No. of observations No. of missing observations Mean SD

Soy, Spot (US) 1797 64 1185.816 254.793

Soy, 30-Future (US) 1797 64 1179.647 245.714

Wheat, Spot (US) 1797 64 666.557 147.480

Wheat, 30-Future (US) 1797 64 684.250 148.070

Wheat, Spot (France) 1819 42 194.763 46.565

Wheat, 30-Future (France) 1819 42 192.223 43.806

Maize, Spot (US) 1797 64 519.375 148.467

Maize, 30-Future (US) 1797 64 520.902 141.656

Corn, Spot (Brazil) 1771 90 25.289 4.552

Corn, 30-Future (Brazil) 1730 131 25.085 4.151

Brent Oil, Spot 1797 43 91.651 23.168

Brent Oil, 30-Future 1797 41 91.754 22.756
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functions of the conditional variances (Engle 2002). While only the final selected

specifications are reported, for the GARCH (p,q) models alternative values for p and q

were tested. The popularity of the GARCH(1,1) model is indicated by a significant body of

literature, e.g. Nelson (1990). The GARCH(1,1) model has often been found sufficient to

capture the main features of the volatility process.

While the models are estimated over alternative levels of aggregation, Drost and Nijman

(1993) have shown that classical GARCH assumptions are not robust to the specification of

the sampling interval. Models are also estimated using the EGARCH specification (Nelson

1991) and the results are reported for models under the assumption that the errors are

distributed as normal as well as t. Issues concerning time series modelling of commodity

prices, and oil prices in particular, can be found in the papers by Chen and Lin (2014) and

Bopp and Lady (1991).

This study uses the algorithms available in STATA, Time Series, Release 12 (1985–

2011). With respect to the coefficient estimates shown in the tables below, labels ac-

companied by-n and-t, refer to models estimated under the assumptions of normality and

t, respectively. With respect to the EGARCH models, following the STATA conventions,

the estimated coefficient earch measures the sign effect such that values not significantly

different from zero, less than zero or greater than zero imply symmetric responses to

shocks, positive shocks generate less volatility than negative shocks or positive shocks are

more destabilizing than negative shocks. The coefficient egarcha captures the magnitude

effect, and egarch measures the estimated persistence effect.

France and the U.S. are the largest of the global wheat markets for which data are

available for this research. The U.S. wheat series is first analyzed with respect to the

autocorrelation structure. The autocorrelation function (ACF) and partial autocorrelation

function (PACF) indicate that first differences of the series are appropriate for achieving

stationarity. As described above, the estimated model is of the form (3) after differencing,

i.e.,

Df kðt þ kÞ ¼ W000 þ u00Df kðt þ k � 1Þ þ b000DsðtÞ þ d000DoðtÞ þ e000ðt þ kÞ ð7Þ

The plot of the first-differenced futures series, shown in Fig. 1, indicates that the series

is approximately zero-mean and the evidence of heteroscedasticity is apparent. The first-

differenced series for Brent oil is shown in Fig. 2. The series exhibits considerable vola-

tility, but it is approximately zero-mean. On the basis of the Phillips-Perron test, the null

hypothesis that the dependent variable contains a unit root can be rejected at any rea-

sonable significance level. Testing for Granger causality, there is only evidence of caus-

ality as between the dependent variable and itself lagged one period.

Results from estimation of the daily models are shown in Table 2. It is well-known that

owing to the nonconvexity and nonlinearity of the models in this research that estimates

can be difficult to compute. Such difficulties arise in this research and only results for the

estimable models are shown. It is possible to compute estimates using nonlinear pro-

gramming techniques, although this approach has not been taken in this current study

(Altay-Salih et al. 2003).

The procedures applied to the U.S. daily wheat data are followed precisely using the

data for French wheat. The series is shown in Fig. 3. As above, based on the ACF and

PACF for the data series on the prices for futures contracts, the data are first differenced.

The results for the Phillips-Perron test for a unit root suggest estimation with first dif-

ferences of the series for France.
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Based on the Granger causality tests (Granger 1969), it appears that the differenced

futures series is caused by the lagged values of itself the differenced spot price series, but

not the differenced oil price series. There is causality as between the differenced spot price

and the differenced oil price. Both the GARCH and EGARCH specifications yield sig-

nificant coefficients on the error structures, but perhaps, more interesting is that the model

for France yields significant coefficients on the lagged dependent variable or on the dif-

ferenced spot price series, with significance being sensitive to the distributional assumption

of the error term.

As above, the soy series is first analyzed beginning with the autocorrelation function

(ACF) and partial autocorrelation function (PACF) and it appears that first differences of

the series are appropriate for achieving stationarity. Applying the Phillips-Perron test, the

Fig. 1 Daily wheat, futures-30 day (US), first differences

Fig. 2 Daily brent oil, spot first differences
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null hypothesis that the dependent variable contains a unit root can be rejected at any

reasonable significance level. Granger causality tests fail to indicate the presence of

causality associated with the variables in either direction. The differenced series for U.S.

soy futures is shown in Fig. 4. As described above, the model given in Eq. (7) is estimated.

Analysis of the maize series yields a ACF and PACF indicating first differences are

required to achieve stationarity. The differenced series is shown in Fig. 5. On the basis of

the Phillips-Perron test, the null hypothesis that the dependent variable contains a unit root

can be rejected at any reasonable significance level. Testing for Granger causality, the null

hypothesis of no evidence of causality can only be rejected in the case of the dependent

variables and itself lagged one period.

First differences of the Brazilian corn futures prices are shown in Fig. 6. First-differ-

encing of the Brazilian corn futures series data yield a PACF and ACF suggesting that the

series is stationary. There is no indication that the series has a unit root. There is evidence

of causality from the lagged dependent variable to the dependent variable. Additionally,

there is evidence of causality from the corn spot price to the futures price and all of the

variables indicate some causality in the direction of the corn spot price. Interestingly, there

is causality from the corn futures price to the differenced spot oil price series. In this case,

only the GARCH(1,1), the GARCH(1,1) under the assumption of t-distributed errors and

the EGARCH(1,1) models under the assumption of normality errors models are estimable.

It is not unusual with GARCH and EGARCH specifications that convergence is difficult.

Estimation of the GARCH(1,1) is executed under the assumption of the t-distribution

requires relaxing the tolerance and applying the Davidson-Fletcher-Powell method (DFP)

in place of the Newton–Raphson (NR) default. These methods are discussed in Judge, et al.

1985, pp. 955–960). The EGARCH under the assumption of t-distributed errors requires is

not estimable owing to the flat surface of the log likelihood function.

For the daily data, the GARCH and EGARCH specifications capture the error processes

quite well. The lagged dependent variable is significant in 5 of 11 cases indicating some,

although a very small, pass-through effect for those cases. The model for U.S. wheat

performs poorly. There is some evidence of a relationship between the differenced futures

price and the differenced spot price of the commodity in question for French wheat. The

Fig. 3 Daily wheat, futures-30 day (France), first differences
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daily GARCH (1,1) and EGARCH (1,1) models under the assumption of normally dis-

tributed errors show significant coefficient estimates for the differenced spot wheat price

variable. Models for Brazilian corn show significant coefficient estimates on the differ-

enced lagged dependent variable at the 99 % confidence level. The coefficient estimate for

the differenced oil price series for the GARCH(1,1)-t model is also significant at the 99 %

confidence level. The EGARCH(1,1) is not estimable owing to nonconvexity of the

likelihood function as discussed above. Overall, the sign effects (earch) indicate that

positive shocks tend to be more destabilizing than negative shocks. The size effects

(egarcha) are positive indicating that lagged large market movements result in large

movements in following period. For all models and specifications the errors show large

persistence effects (egarch) indicating that the series have quite long memories.

Fig. 4 Daily soy futures-30 day (US), first differences

Fig. 5 Daily maize futures-30 day (US), first differences
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4.2 Weekly data

The data are aggregated to the weekly level on a calendar day basis. That is, the weekly

data are aggregated and averaged so as to correspond to the trading days in the daily data

set. Models are estimated consistent with Sect. 4.1 and the results are summarized n

Table 2. The ACF and PAC for the weekly wheat series indicate nonstationarity with a

sinusoidal decay of the ACF and a PACF that has significant positive and negative values

at lags 1 and 2. The series appears stationarity after first differencing, so no further

transformations are applied. On the basis of the Phillips-Perron test, the null hypothesis

that the dependent variable contains a unit root can be rejected at any reasonable sig-

nificance level. Testing for Granger causality, there is evidence of causality as between the

dependent variable and itself lagged one period and well as the dependent variable and the

differenced oil price series.

The weekly aggregated time series data for France have an ACF which decays and

becomes insignificant at long lags. The PACF shows two significant values at lags 1 and 2.

On the basis of this result and the Phillips-Perron test, first differences of the series are used

for estimation purposes.

The results from the Granger causality tests are consistent with findings reported for the

U.S. weekly data. The most interesting result with respect to the French data is that the

EGARCH(1,1) with the t-distribution results in coefficient estimates significant at the 5 %

significance level or better for all the variables including those relevant to the error

structure. While the difference spot price series for oil is quite significant across the models

for the U.S. wheat series, the differenced oil price series is only significant for the

EGARCH model with t-distributed errors for France.

The soy futures and spot series are analysed as above. Again, the ACF and PACF

indicate first-differences are required to achieve stationarity. The Phillips-Perron test

indicates rejection of the null hypothesis. There appears to be Granger causality between

the dependent variable and itself lagged one period as well as causality from the lagged

dependent variable to the differenced spot rate. The result indicates the well-known

Fig. 6 Daily corn futures-30 day (Brazil), first differences
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problem of endogeneity associated with models such as those analysed in this paper.

Estimation of the EGARCH model with the assumption of t-distributed errors required

using the DFP method of optimization rather than the default NR method (Judge et al.,

pp. 955–960). The results are presented in Table 3.

The time series behaviour of the maize series is very similar to the soy series as

concerns the PACF and ACF. First-differences of the series are taken which seems to

achieve stationarity and the Phillip-Perron test indicates that the series does not contain a

unit root. Granger causality tests indicate the presence of causality from the lagged and

first-differenced futures price to the differenced spot price series. The GARCH and the

EGARCH specifications under the assumption of t-distributed errors performs best with

both the estimated coefficients on the lagged first-difference of the futures price and the

sport price variable appearing as significant at the 95 % confidence level or better.

The Brazilian corn series are analysed and first-differenced. There is no indication of a

unit root. Granger causality tests indicate only causality from the differenced oil price to

the differenced spot price series. The results for the corn series models are quite interesting

in that in three of the four models (GARCH under assumption of t-distributed errors,

EGARCH under both normality and t-distributed errors) both the lagged dependent vari-

able and the differenced spot oil price are significant at the 99 % confidence level.

However, notice that for reasons of estimability, the GARCH (1) parameter is unestimable

under normality and the t-distribution and the differenced spot corn price coefficient seems

unestimable in the EGARCH-normal model irrespective of the optimization technique. In

the latter case, the differenced corn spot price variable was dropped from the equation with

little effect on the estimation of the other coefficients.

The weekly models perform well. The differenced lagged dependent variable is sig-

nificant in all cases, and most interesting, there are significant coefficient estimates for the

differenced oil price series for U.S. Wheat, French Wheat (EGARCH-t) and for all cases

excepting GARCH(1,1)-n with respect to Brazilian corn. With respect to interpretation of

the coefficient estimates on the error process, the overall conclusions remain consistent

with those for the daily models. Aggregation effects clearly impact the magnitude of the

coefficient estimates and the SEs tend to increase for the weekly estimates as indicated by

theory. So, while aggregation results in better model performance as indicated by the

significance of coefficient estimates, the increase in SEs suggests increased uncertainty as

concerns reliability.

4.3 Monthly data

Consideration of models using the monthly data indicates that an alternative approach to

that taken for daily and weekly data is required. Results for the monthly models are

problematic. The fact there are considerably fewer observations is a problem in and of

itself especially for estimating complex models. In some cases the log likelihood functions

are generally quite flat, and therefore, coefficient estimates tend to be unstable. The op-

timization problem is far more prevalent than that for the weekly data. As discussed above

(Sect. 4.2), the DFP method was used rather than the default NR method (Judge et al.,

pp. 955–960). However, consistent with the analysis thus far, the results are presented in

Table 4.

Analyzing, first the data for U.S. wheat futures contracts, the PACF and ACF indicate

that the series is somewhat more complex than the disaggregate data with the ACF dying

out according to a sinusoid and the PACF exhibiting significant values at lags 1,2, 5,6 and

7. First-differences appear sufficient to achieve stationarity, however. The differenced
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series for U.S. wheat futures prices is shown in Fig. 7. The time series plot is representative

of the series analyzed in this research in the sense that the differences at the monthly level

are considerable less volatile than either the daily or weekly series. The fact that the

coefficient estimates are very different as between models is a concern and this is believed

to be attributable to a small size and the estimation demands of relatively complex models.

Applying the time series procedures to the monthly data for France yields an ACF

which exhibits a sinusoidal pattern with the estimated values decreasing at increasing lags.

The PACF exhibits a significant value at lag 1. Diagnostic checks indicate first-differ-

encing of the data series. Testing the series for the presence of a unit root suggests the

series is stationary.

Granger causality tests estimated on the pairwise basis show evidence of causality from

the differenced futures price to the differenced spot price. The result points to the issue

endogeneity as discussed by Chen et al. (2008). As indicated above, the problem of

optimization and convergence is not surprising and precludes estimation of the GARCH

specification under the normality assumption. What is surprising is that the EGARCH

model under the assumption of the t-distribution yields significant results for both the

difference wheat and oil spot price series, respectively. Further, the results concerning the

error structure indicate that there is not a statistically significant sign effect, however, both

the magnitude and persistence effect are significant. The magnitude effect is positive

indicating that volatility increases with large price movements and the persistence effect

indicates a long and significant memory.

The monthly soy and maize models were estimated using the same approach as above.

First-differences were used for the analysis. The results from the monthly soy series are not

promising as for the most part, the estimated coefficients are not significant and any

reasonable of confidence. The results for the maize series are even less interesting as the

likelihood surfaces for the respective models are quit flat and estimation is only possible

for the EGARCH model under the assumption of normality.

The Brazilian corn futures prices are analyzed. Consistent with the methodology thus

far, the first-differences of the variable are taken to achieve stationarity. On the basis of the

Phillips-Perron test, there is no indication of a unit root in the differenced series. Overall,

Fig. 7 Monthly wheat futures-30 day (US), first differences
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consistent with previous results using monthly data series, the estimated coefficients are

generally not statistically significant and the EGARCH model under the t-distribution is

not estimable.

4.4 General observations

As concerns model estimation, it is possible to make a few generalizations concerning this

research thus far. The first, and most obvious, concerns the relative performance of the

models with respect to time aggregation. On the basis of significance of coefficients,

summarized in Table 5, it is of particular interest that the daily and weekly models indicate

significance of the first-order autoregressive coefficient estimates as well as those estimates

for the first-differenced spot market and oil market prices, respectively. The monthly

model performs quite poorly on this basis. It is also of interest to observe the relative

frequency of significance of the first-order autocorrelation coefficient with respect to the

weekly models. Overall, it seems reasonable to assert that on the basis of significance of

the parameter estimates, there is reason to favor the weekly model.

Consistent with expectations based on theory, temporal aggregation tends to result in

increased standard errors of the coefficient estimates. The results in this research are

consistent with the results reported by Cartwright and Riabko (2015). With respect to the

terms related to the error structures, the daily and monthly models are the most interesting.

The GARCH and EGARCH coefficient estimates are generally significant under the as-

sumptions normality and t-distributed errors. More specifically, the significance of the

earch-n and t- indicates that the signs are positive indicating that the respective markets

take positive news as more destabilizing than negative news. Technically, this asymmetry

could possibility be the due to the periodicity and temporal aggregation of the data.

Temporal aggregation has impacts on the serial correlation of prices associated with

changes in volatility (Shiller 1984) and volatility movements and asymmetric effects differ

depending on the sampling frequency (Diaw and Olivero 2011). Of course, the interpre-

tation is dependent on what constitutes good or bad news. For example, Zheng et al. (2008)

find that for a set of agricultural commodities high price news is more destabilizing that

low price news.

Again, with respect to the daily and weekly models, the results for the egarcha coef-

ficients indicates that the processes modelled are asymmetric in the sense that the condi-

tional variance responds positively to the magnitude of market movements. Finally, the

earch term measuring persistence is generally significant and the estimates are on the order

of .9 suggesting that the processes have considerable memory and volatility takes a long

time to die out.

With these general observations noted, the research turns to evaluate forecasting per-

formance in the following section of the paper.

5 Forecast results

In this section, results are reported on the forecast performance of models estimated above

for ex post forecasting. Focus is on the weekly models based on the observation that the

weekly aggregation models aggregation weekly models yield the strongest results over the

estimation period. The interest is in gaining understanding concerning the usefulness of the

models for generating forecasts over and above modelling the historical time period. Issues

of forecast performance with respect to volatility models has been studied by numerous
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researchers Cumby et al. (1993), Figlewski (1997) and Jorion (1995). Essentially, the issue

has been that in spite of highly significant in-sample parameter estimates, standard vola-

tility models explain little of the variability in ex-post squared returns. Andersen and

Bollerslev (1998) have addressed many of the issues. In the interest of practicality of

application, this research analyzes the in-sample mean squared error (MSE) to out-of-

sample MSE on the ex-post basis.

It is well-known that there are many issues and solutions to the selection of hold-out

samples and metrics designed for testing predictive accuracy of time series models. For

purposes of this research, it seems reasonable that 80 % of the observations are used for

estimation and the remaining 20 % for out-of-sample forecasting. To test the ex-post

forecasting accuracy of the weekly models, the sample is divided into two periods, esti-

mating the model over the first 298 observations and holding out the remaining 74 ob-

servations for forecasting. A recent discussion of related issues and solutions can be found

in Fildes and Petropoulos (2013).

Table 6 reports the means and standard deviations of the sample and hold-out periods. It

is important to recognize that the standard deviation of the U.S. wheat series over the

estimation period is 7.395 as opposed to 5.600 over the hold-out period. This suggests that

ex-post forecast performance will likely exceed the in-sample MSE owing to the relative

stability of the series used for the hold-out period. Excepting for U.S. soy prices, the data

for the other series analyzed exhibit standard deviation in the estimation period exceeding

that for the hold-out sample.

Table 7 reports the forecast bias measured by the mean forecast error (MFE) and the

MSE of the one-step ahead forecast errors. If using the MFE and MSE of the squared one-

step ahead forecast errors is accepted as a reasonable criteria for forecast bias and vari-

ability, then the GARCH models are preferred to the EGARCH models overall. An in-

teresting exception being the case of Brazilian corn where the EGARCH model under the

t-distribution performs quite well. If one selects a model based on relative in-sample to out-

of-sample performance, there appears to be little or no advantage to be achieved by using

the more complex models EGARCH and EGARCH-t. It is of interest to recognize that the

ex post forecasts indicate a negative bias (MFE) across commodities and models. As

indicated in the final section, future research will be concerned specifically with fore-

casting including issues of variance and bias.

6 Summary and conclusions

This paper analyzes empirically the possible relationship between selected agricultural

commodities futures prices and spot oil prices as well as the effects of temporal aggre-

gation on the specification of alternative models of futures contract prices, and

Table 6 Descriptive statistics for the estimation sample and hold-out periods

Variable Mean(in-sample) SD(in-sample) Mean(hold-out) SD(hold-out)

Wheat (US) .346 7.395 -.699 5.600

Wheat (FR) .344 7.561 -.709 3.894

Soy (US) 3.197 38.858 -2.262 40.002

Maize (US) 1.394 21.906 -4.667 18.715

Corn (BR) .042 .879 -.106 .708
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consequently, on the understanding of the empirical relationship between the markets.

Alternative models have been specified and tested under alternative assumptions on the

error structures.

As concerns the first sections of the paper and estimation results, a key conclusion from

this research is that reverse regressions can lend insight into the behavior of futures

markets. In addition, in some markets and units of temporal aggregation the oil price does

impact the futures prices. However, the relationship is by no means consistent or prevalent.

This result tends to support Saghaian (2010) suggesting while there might be correlation,

detecting strict causality or modelling the relationship is difficult.

Consistent with past theoretical and empirical work in the area of temporal aggregation

it is quite clear that temporal aggregation does impact the relationships between the

variables as well as the model coefficient estimates and standard errors or inference. In this

research, considering relative significance of the coefficients at alternative levels of ag-

gregation, the results favor the use of the weekly unit of aggregation, the intuitive ex-

planation being that the signal-to-noise ratio is very low in the case of daily data and the

information content useful for modeling and forecasting is removed or filtered by the

aggregation of the data. To suggest a definitive ‘‘optimal’’ aggregation level based upon

research thus far is overly ambitious, but this work provides useful insight.

The application of the alternative error structure specifications does yield some useful

generalizations. Overall, the results are sensitive to the alternative distributional assump-

tions, but not markedly so. With respect to the EGARCH models it is the case that for most

commodities considered under alternative units aggregation, the sign effects indicate that

positive shocks tend to be more destabilizing than negative shocks and the magnitude

effects (egarcha) are small, but positive. The persistence effects (egarch) are quite large

indicating that the series have quite long memories. These results are interesting, but the

relative sophistication of the models does not come without cost as indicated by the

difficulties in estimation for some models. Finally, with respect to forecasting, based on

out-of-sample MSE, arguably the results favor the GARCH models over the EGARCH

models, but this is certainly dependent on the model selection metric.

Going forward, it is intended that research will focus on two interrelated issues. First,

the matter of the transmission mechanism by which agricultural commodity future prices

are impacted by energy prices needs further study. Accepting that there is correlation

between the series in some cases does not suggest there is strict causality. A case for

causality is based on the premise that as energy is an input to agricultural commodity

output at multiple points in the supply chain, a causal relationship seems entirely rea-

sonable. In short, alternative variables of for the energy input must be considered and

alternative specifications should be entertained. Second, with respect to methodology, it is

possible that in some cases the processes under consideration might well be modelled

applying stochastic volatility regime switching models (Goutte 2013). Finally, there are

certainly issues of forecasting. The evidence in this research indicates that there are not

gains from application of increasingly complex models. Thus far, the issues of forecasting

have been placed second to considering model specification and estimation over units of

aggregation and distributional assumptions. Future research will assign increased priority

to forecasting.
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