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Abstract
In the big data era, graph applications are becoming increasingly important for data
analysis. Breadth-first search (BFS) is one of the most representative algorithms;
therefore, accelerating BFS using graphics processing units (GPUs) is a hot research
topic. However, due to their random data access pattern, it is difficult to take full
advantage of the power of GPUs. Recently, hardware designers have integrated CPUs
and GPUs on the same chip, allowing both devices to share physical memory, which
provides the convenience of switching between CPUs and GPUs with little cost. BFS
processing can be divided into several levels, and various traversal orders can be
used at each level. Using different traversal orders on different devices (CPUs or
GPUs) results in diverse performances. Thus, the challenge in using BFS on integrated
architectures is how to select the traversal order and the device for each level. Previous
works have failed to address this problem effectively. In this study, we propose an
adaptive performance model that automatically finds a suitable traversal order and
device for each level. We evaluated our method on Graph500, where it not only shows
the best energy efficiency but also achieves a giga-traversed edges per second (GTEPS)
performance of approximately 2.1 GTEPS, which is a 2.3× speed improvement over
the state-of-the-art BFS on integrated architectures.
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1 Introduction

Researchers have found that many practical problems can be represented by graphs;
consequently, graph applications have become increasingly important in various types
of data analysis. Among graph analysis algorithms, breadth-first search (BFS) [11] is
one of the most representative algorithms and functions as an important building block
for other graph algorithms such as single-source shortest path (SSSP) [6], weakly
connected components (WCC) [8], and page rank [39]. Moreover, BFS is currently
the ranking benchmark of Graph500 [34], an alternative to Top500 [13], which is a
big data analysis benchmark.

Researchers use GPUs to accelerate various applications, including BFS, because
GPUs have massive numbers of lightweight computation cores, resulting in much
higher computational power. Many linear algebra problems, such as matrix multipli-
cation, benefit from GPU’s computing capacity. The applications that benefit the most
fromGPUs are computation-intensive applications that typically have regular memory
access patterns. However, BFS is memory bound and has an irregular memory access
pattern, which makes it difficult to fully capitalize on the power of GPUs. The vertices
allocated from a graph to GPU threads possess different numbers of edges; hence,
the workload for each thread varies. The threads in GPUs process data in a lock-step
manner, which means that a group of threads must execute the same instruction simul-
taneously. Consequently, the BFS algorithm has serious load imbalance problems
when executed on GPUs. Even worse, GPUs have an independent on-chip memory:
the data they process must be copied through the PCIe bus from main memory. This
memory copying overhead becomes computationally expensive when the processed
graph is large and cannot fit into the available GPU memory.

Since 2011, hardware vendors have released an increasing number of integrated
architectures, such as AMD’s A-series integrated architecture APU [7], Intel’s Ivy
Bridge and Haswell [17], and Nvidia’s Tegra K1 [36]. Integrating GPUs and CPUs on
the same chip presents a new opportunity for accelerating the BFS algorithm. Using
this integrated architecture makes it possible to switch between CPUs and GPUs with
little cost. BFS processing can be divided into many levels. At each level, we can
use a top-down or bottom-up traversal order. Different traversal orders with different
devices (CPUs or GPUs) present different performances. Thus, for an input graph, the
BFS challenge on integrated architectures involves selecting a suitable traversal order
and device for each level.

Several prior studies concerning BFS execution on heterogeneous platforms have
been conducted. Beamer et al. [4] first proposed BFS in the bottom-up direction
instead of the conventional top-down direction. This approach can significantly reduce
the memory requirements for accessing edges in large frontiers. They also provided
a simple method for switching an algorithm between the top-down and bottom-up
processing. Daga et al. [12] were the first to implement hybrid top-down and bottom-
up algorithms on integrated architectures. This approach is the state of the art for BFS
processing on integrated architectures. In these approaches, CPUs are used for top-
down traversal, while GPUs are used for bottom-up traversal. However, the previous
methods do not select the proper traversal orders and devices effectively. In contrast
to the previous studies, we provide a modeling method to estimate the performance of
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top-down and bottom-up algorithms on both CPUs and GPUs that can select the most
appropriate strategy.Moreover, experiments show that due toOpenCL space allocation
limitations by vendors, we cannot allocate a large graph directly into memory. The
previous BFS implementations on integrated architectures [12,50,51] do not consider
this factor either. We provide a specific design that enables our BFS implementation
to process large graphs.

In this paper, we analyze the factors that influence the performance of BFS on
integrated architectures and develop an adaptive performance model that considers
these factors. The influencing factors include search direction, device selection, data
layout, large graph allocation, and vendor-specific optimizations, making it difficult to
select the optimal combination for traversal orders and executing devices. Our adap-
tive performance model estimates the performance for both top-down and bottom-up
algorithms on GPUs and CPUs with different optimizations and automatically selects
the suitable parameters. We evaluated our BFS method on a Graph500 benchmark.
Experiments show that our BFS not only exhibits the best energy efficiency but also
achieves 2.1 GTEPS—a 2.3× speed improvement compared to the state-of-the-art
BFS algorithm on integrated architectures.

In summary, this paper makes the following contributions.

1. We provide a comprehensive performance model that can adaptively choose the
optimal algorithms and devices with proper optimizations.

2. We enable our BFS implementation to process large graphs that previous imple-
mentations cannot handle.

3. The experiments evaluating our BFS implementation from a power aspect exhibit
energy-efficient results.

The remainder of this paper is organized as follows: In Sect. 2, we review integrated
architectures and general BFS algorithms. Section 3 provides detailed descriptions of
our BFS algorithms. Section 4 shows the optimizations applied to our BFS imple-
mentation. Section 5 presents evaluation results and a comparison between our
implementation and previous BFS implementations for integrated architectures. Sec-
tion 6 discusses related works, and Sect. 7 concludes the paper.

2 Background

In this section, we present background information concerning integrated architectures
and the BFS algorithm.

2.1 Integrated architectures

We implement the BFS algorithm on integrated architectures, which integrate het-
erogeneous accelerators and CPUs on the same chip. In our experiments, we use the
AMD integrated architecture APU [34] as an experimental platform to exhibit our BFS
algorithm for integrated architectures. Figure 1 shows a general view of CPU–GPU
integrated architectures, in which both the CPU and GPU are able to access the same
physical memory. In contrast to CPUs, GPUs have physical local memory (OpenCL
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Fig. 1 A general view of integrated architectures

terminology [43]), which has a faster access speed than does global memory and is
more controllable. An integrated design has two benefits: (1) the CPU does not need
to transfer data to the GPU via the PCIe bus; hence, the CPU and GPU can have
more cooperation; (2) the GPU can process a larger dataset without the GPU memory
size limitations found in discrete CPU–GPU designs. Therefore, on integrated archi-
tectures, we have the opportunity to closely combine the use of both GPU and CPU
devices to accelerate BFS.

2.2 BFS algorithm

BFS is an algorithm for graph traversal from the root vertex, vr , to other vertices,
as shown in Algorithm 1. It traverses vertices based on their distances from the root
vertex. Hence, according to the nature of breadth-first, BFS computing is synchronous
by levels, and BFS traversal is divided into computation at different levels. Each
level has a frontier, which is the Curr in Algorithm 1. The frontier includes the active
vertices at the current level. During computation at different levels, the current frontier
generates the next frontier, which is the Next in Algorithm 1. BFS begins with a root
vertex, vr , and terminates when the frontier is empty. In the parallel version of BFS,
the parallel region is the computation that occurs at each level. This parallelism is
based on the active vertices or edges: after the computation for each level completes,
a synchronization process is required.

BFS shares characteristics with many other graph algorithms, such as graph col-
oring [18] and connected component [14]. We summarize these characteristics as
follows.

Frequent data access BFS is a memory-bound algorithm involving few compute
operations. Instead, most operations in BFS read and update data structures with
position information.
Random data access Each vertex may be connected to any other vertices of the
graph; thus, BFS traversal may access locations in any part of the graph. Hence,
the data access pattern is random, which results in high memory access pressure.
Data dependence In BFS, the memory access pattern depends on the shape of the
input graph, which is unpredictable. The vertex access order cannot be obtained
until the graph is loaded into memory. Hence, conventional memory optimization
techniques, such as prefetching, are invalid for BFS.
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Algorithm 1: Basic BFS algorithm
Input:

G = (V ,E): graph representation
vr : root vertex

Output:
Prt: parent map

Data:
Curr: vertices in the current level
Next: vertices in the next level
Vst: ever visited vertices

1 Prt(:) ← −1, Prt(vr ) ← vr
2 Curr ← ∅
3 Next ← {vr }
4 Vst ← {vr }
5 while Next �= ∅ do
6 Curr ← Next
7 Next ← ∅
8 for u ∈ {v ∈ Curr, (v, u) ∈ E, u /∈ Vst} do
9 Next ← Next ∪ {u}

10 Vst ← Vst ∪ {u}
11 Prt(u) ← v
12 end
13 end

Nonuniform data distribution The vertices of the input graph may follow a
power law distribution; hence, the number of edges for each vertex is not well
balanced. The unequal edge degree, which may cause load imbalance problems,
is a critical issue for BFS parallelism.

All these characteristics distinguish BFS from other algorithms with regular mem-
ory access patterns. Therefore, we shall fully utilize the integrated architecture features
to address these challenging characteristics in both the design and implementation of
our BFS algorithm.

3 Algorithm

Previous BFS studies [4,12] use two algorithm directional strategies: top-down and
bottom-up; however, these have different features and target different situations. Based
on the characterizations of BFS in Sect. 2.2, we provide hybrid top-down and bottom-
up algorithms in our BFS implementation and switch between these two algorithms
based on performance modeling of the CPUs and GPUs in integrated architectures.

3.1 Overview

Themost challenging part ofAlgorithm1 involves deciding how to traverse the vertices
and edges (line 8 in Algorithm 1). There are three considerations: (1) the vertices in
the frontier, u ∈ Curr, (2) the edges whose starting vertices belong to the frontier,
(u, v) ∈ E, and (3) the vertices not visited, u /∈ Vst.
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We can choose top-down traversal or bottom-up traversal for each level during
BFS processing. We show our hybrid BFS algorithm in Algorithm 2. Note that pre-
vious studies for other problems, such as DFS [20], also use similar techniques. The
function usingTopDown() in Algorithm 2 uses the proposed adaptive model (detailed
in Sect. 3.2) to choose among different strategies. The top-down traversal is shown
in lines 15–24, and the bottom-up traversal is shown in lines 25–35. The top-down
traversal first scans all the vertices in the frontier, iterates through their edges, and
then visits the connected vertices: this sequence processes the three considerations in
the sequence (1), (2), and (3). It iterates every neighbor of the vertices in the frontier
and then updates the related data structures if that neighbor has not previously been
visited. In contrast to top-down traversal, bottom-up traversal first scans the vertices
not yet visited and then verifies whether they connect to the vertices in the frontier.
Consequently, bottom-up processing for the three conditions occurs in the sequence
(3), (2), and (1).

We provide a performance model (detailed in Sect. 3.2) to choose between these
two strategies. Top-down traversal is the most common BFS algorithm, but it is not
suitable for all situations. As stated in Sect. 2.2, the vertices of the input graph may
follow a power-lawdistribution,which implies that the frontier size of themiddle levels
during the BFS traversal can be very large. At these levels, the top-down method must
scan all the edges whose source vertices are in the frontier but the destination vertices
of these edges can be any vertices of the graph. Because of the large frontier size,
some vertices may be visited multiple times, which is unnecessary. In this situation,
bottom-up traversal is a better choice because it first checks whether the unvisited
vertices have a neighbor in the frontier. Because we do not need to check the other
neighbors of a given vertex if a neighbor is found in the frontier, this bottom-upmethod
substantially reduces the number of memory accesses. However, note that bottom-up
is also not suitable for all situations. When the number of unvisited vertices is large,
and the frontier size is small, the top-down method is more efficient than the bottom-
up method. Our performance model combines the bottom-up and top-down methods
and estimates the potential number of memory accesses for each method. Then, we
consider switching between the different methods and between the CPU and GPU
devices at runtime. Moreover, because BFS has low computational intensity, we find
that running CPUs and GPUs simultaneously does not result in further performance
improvements. Hence, we do not provide a strategy for running CPUs and GPUs
simultaneously.

3.2 Adaptivemodel

As stated in Sect. 3.1, we need to build an adaptive performance model to choose
between the different algorithms (top-down and bottom-up) and between the different
devices (CPUs and GPUs) during BFS traversal. We denote all vertices as Vall and use
vall to represent the number of vertices, |Vall |. Similarly, we use Vle f t to denote the
vertices that remain to be processed and use vle f t to represent their number. We use
V f rontier to denote the vertices in the frontier and v f rontier to represent their number.
Table 1 shows an analysis of the following factors.
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Algorithm 2: Hybrid BFS algorithm
Input:

G = (V ,E): graph representation
vr : root vertex

Output:
Prt: parent map

Data:
Curr: vertices in the current level
Next: vertices in the next level
Vst: ever visited vertices

1 Prt(:) ← −1, Prt(vr ) ← vr
2 Curr ← ∅
3 Next ← {vr }
4 Vst ← {vr }
5 while Next �= ∅ do
6 Curr ← Next
7 Next ← ∅
8 if usingT opDown(Curr,Next,Vst) then
9 TopDown()

10 end
11 else
12 BottomUp()
13 end
14 end
15 Function TopDown()
16 for u ∈ Curr do
17 for v : (u, v) ∈ E do
18 if v /∈ Vst then
19 Next ← Next ∪ {v}
20 Vst ← Vst ∪ {v}
21 Prt(v) ← u
22 end
23 end
24 end

25 Function BottomUp()
26 for v ∈ V and v /∈ Vst do
27 for u : (u, v) ∈ E do
28 if u ∈ Curr then
29 Next ← Next ∪ {v}
30 Vst ← Vst ∪ {v}
31 Prt(v) ← u
32 break
33 end
34 end
35 end

When we estimate the performance of the top-down method, we first need to mea-
sure the data to be processed at each level. From line 17 of Algorithm 2, the top-down
method must traverse the edges of all the vertices in the frontier. Hence, we define the
number of edges as e f rontier .
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Table 1 Performance factors Factor Description

vall The total number of vertices

vle f t The number of vertices left to process

v f rontier The number of vertices in the frontier

ei The number of edges in vertex i

e f rontier =
∑

i∈V f rontier

ei (1)

We denote the speed with which edges can be traversed in the top-down method
as speed(TopDown). Thus, for a given level, the processing time of the top-down
method is tT opDown .

tT opDown = e f rontier

speed(TopDown)
(2)

To estimate the performance of the bottom-up method, we need to calculate the
number of unvisited vertices and left edges because, in the worst case, all the left
edges must be visited. We refer to the number of left edges as ele f t .

ele f t =
∑

i∈Vle f t
ei (3)

For a given level of computation in the bottom-up method, not all vertex edges in
the frontier require processing. As shown in line 28 of Algorithm 2, the algorithm stops
traversing the edges of a vertex when it finds a neighbor in the frontier. In the optimal
case, the number of visited edges equals the frontier size (i.e., one edge is processed for
each vertex). Therefore, we add the parameter α (0 < α < 1) to estimate the average
bottom-up traversal time. We denote the speed with which edges can be traversed in
the bottom-up method as speed(BottomUp). The processing time of the bottom-up
method is tBottomUp.

tBottomUp = α × ele f t
speed(BottomUp)

(4)

During processing, we compare tT opDown and tBottomUp to choose between the top-
down and bottom-up methods. In Eqs. 2 and 4, these speeds are related to the graph
distribution. To achieve the best performance, we implemented five versions that cover
different situations, as shown in Table 2—CPU and GPU versions for both the top-
down and bottom-up methods. In addition, for the bottom-up GPU implementation,
we provide two versions: BG, which does not use local memory, and BFC , which
uses local memory to cache frequent data.

To estimate speed(BottomUp) and speed(TopDown) for different implemen-
tations, we use a training set containing a variety of patterns to measure different
implementations. To form the training set, we used the generator from Graph500 [34]
to generate several graphs. The generator provides five parameters: S, A, B, C , and
D, where S controls the generated graph size. The generated graphs should have 2S
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Table 2 BFS implementations on integrated architectures

Strategy Description

TC Top-down direction+CPU

TG Top-down direction+GPU

BC Bottom-up direction+CPU

BG Bottom-up direction+GPU

BGC Bottom-up direction+GPU with local memory

vertices and 2S+4 edges. The parameters A, B, C , and D control the edge distribution
among the graph’s vertices. The graph is recursively generated with four equal-sized
submatrices. A, B, C , and D represent the unequal probabilities of an edge falling in
the four partitions of a matrix. The sum of A, B, C , and D is equal to one. We refer
readers to [9] for a more detailed description of graph generation. We set S to {16, 17,
18, 19}; then, for each S value, we randomly generated 20 graphs by setting A, B, C ,
and D to different values. To measure the speed of the top-downmethod for CPUs and
GPUs, we calculated the frontier size, e f rontier , and time, t , at each level, and used
the result of e f rontier divided by t as the speed. Finally, we used the average speed
from all levels as the estimated performance. We used similar methods to estimate the
speed for the bottom-up method.

4 Optimization

In this section, we provide three optimizations to improve the performance of our BFS
on integrated architectures.

4.1 Data structure optimization

To implement the BFS in Algorithm 2, the first consideration involves which data
structures to use. We consider optimizing three data structures in our BFS implemen-
tation: (1) the input graph, G = (V , E), which is read only; (2) the assistant data
structures, Curr, Next, and Vst; and (3) the result, Prt, which shows the parent of each
vertex.

Graph data are similar to a sparse matrix; thus, we consider using the format of a
compressed sparse row (CSR) [38] to store the input graph. Our graph data consist of
two arrays. The first array, e, represents the edges and is an integer array, containing
the destination vertices of the edges. The length of array e is the total number of edges
in the graph. The second array, v, represents vertices and is also an integer array,
containing pointers to the starting locations of the edges for each vertex in array e.
The length of array v is the total number of vertices plus one. Using array v, we can
infer the degree of edges for each vertex. Because vertices with large degrees are more
likely to be edge destinations, we sort the destinations in the edge array, e, for each
vertex. For the bottom-up BFS, this storage format has a large probability of finding
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the neighbor in the frontier and thus achieving early termination during edge traversal.
This storage format also performs better because it requires less memory accesses for
the array e. We provide an example in Sect. 4.2.

After considering input graph storage, we design the assistant data structures,
including the current frontier Curr, the next frontier Next, and the set of visited ver-
tices Vst. These three assistant data structures are subsets of the vertices of the input
graph. Before we choose a concrete implementation for them, we analyze the most
common operations for each data structure. For the current frontier, Curr, our BFS
implementation iterates every vertex in Curr; consequently, the performance depends
primarily on the size of Curr. When Curr is small, a queue data structure is efficient;
when it is large, a bitmap is a better choice. As stated in Sect. 3.1, the top-downmethod
is the most efficient in situations where the frontier size is small. In such situations,
the queue data structure is a good choice. For the bottom-up method, which is the
most efficient when the frontier size is large, a bitmap is a better choice. The data
structure of the next frontier, Next, involves frequent insert operations and its perfor-
mance considerations are similar to those of Curr. For top-down traversal, we choose
a queue data structure. For bottom-up traversal, a new issue for the bitmap structure is
that multiple threads may change the bits in the same byte-offset range, which incurs
atomic operations. To solve this problem, we use a char-map data structure instead
of a bitmap structure for bottom-up traversal. For the set of visited vertices Vst, the
BFS algorithm most frequently checks whether a vertex is visited by Vst. Therefore,
a bitmap data structure is suitable for Vst.

The last data structure is the result, Prt, which involves frequent write operations
for which direct memory access is the best choice. Therefore, we use an integer array
to store the parent for each vertex. Note that more than two threads may write to the
same location of Prt ; however, this does not influence the correctness of our BFS
implementation because all the written values are equally correct.

4.2 Graph layout remapping

We analyze the bottom-up process in Algorithm 2 and find that the vertex traversal in
line 26 accesses some unnecessary vertices; therefore, it can be optimized. In graphs,
not all vertices have edges, i.e., some vertices have a degree of zero. Nevertheless, these
vertices still belong to the unvisited vertex set and need to be counted in the bottom-up
sequence (line 26 in Algorithm 2). When the number of zero-degree vertices is large,
the performance cost can be large because these vertices need to be traversed once at
every level. To reduce this cost, we remap the vertices with a degree greater than one to
a new consecutive range, leaving the zero-degree vertices in another range because we
do not need to traverse the zero-degree vertices. Figure 2 shows an example of vertex
remapping in which Fig. 2a shows the original input graph and Fig. 2b shows the
index remapping result, which gives each vertex a new number. During the remapping
process, we reduce the size of the vertices that must be traversed from 9 to 7. The
remapped graph is shown in Fig. 2c. The new vertices (8 and 9) have zero degrees;
thus, we do not schedule these vertices in the range of vertices that have more than one
edge. Because the size is reduced to 7, line 26 in Algorithm 2 can avoid re-accessing
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Fig. 2 An example of index remapping for the input graph. a Original graph, b index mapping, c mapped
graph

the zero-degree vertices. After the BFS traversal, we replace the ID for each vertex
based on the index mapping in Fig. 2b. The BFS on NUMA architecture [49] uses
similar techniques.

As described in Sect. 4.1, we reschedule the order of edge storage for each vertex to
reduce the number of edges to traverse in the bottom-up traversal. For the data structure
of each vertex, we sort the storage order of adjacent vertices by their degrees. For
example, in Fig. 2a, vertex3 has four adjacent vertices (vertex1, vertex2, vertex6,
and vertex7). The degree of vertex1 and vertex2 is 1, that of vertex6 is 2, and
that of vertex7 is 3. Therefore, vertex3 should store its neighbors in the following
sequence (vertex7,3), (vertex6,2), (vertex1,1), and (vertex2,1). This storage format
increases the probability of finding the parent vertices and can reduce the number of
edges thatmust be traversed.Moreover, we consider storing verticeswith large degrees
in local memory because the frontier will be checked many times during bottom-up
BFS traversal (line 28 in Algorithm 2).

4.3 Enabling large dataset processing

An integrated architecture provides the opportunity to process large datasets, but due to
OpenCL memory-object size limitations, we cannot directly allocate sufficient space
to store all the edges in a single buffer when the input graph is too large. Therefore, we
separate the edges into several parts, each of which is smaller than the memory size
limitation. We also provide a decision module to verify whether the edge size exceeds
the memory limitation. If so, we store these edges in separate parts with additional
assistant data structures as shown in Fig. 3, including (1) the ID for each edge part, (2)
the number of edges in each part, and (3) the starting offset of the edges for each part.
With the information, each part contains only a subset of edges of the original graph,
and our BFS implementation can select the correct part to process during traversal.
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5 Evaluation

We evaluate our BFS algorithm on integrated architectures with the Graph500 bench-
mark. We start by describing our platforms and input graphs.

5.1 Experiment setup

Platform We use the AMD A-Series APU A10-7850K [5] and Ryzen 5 2400G [3],
shown in Table 3, as the experimental platform to measure the performance of our
BFS algorithm. The A10-7850K CPU has four cores with four threads, and its GPU
has eight compute units. We use GCC (version 4.8.2) with the O3 optimization level
for compilation and the OpenCL library version 2.0. The Ryzen 5 2400G CPU has
four cores with eight threads, and its GPU has eleven compute units. Currently, this is
the latest integrated architecture. AMD provides only Windows drivers for the Ryzen
5 2400G; therefore, we conduct our experiments for this platform using Microsoft
Visual Studio.

Input Graphs Graph500 [34] is a well-known large-scale benchmark based on the
BFS for a large undirected graph. We use the Graph500 generator to verify the effi-
ciency of our BFS implementation. The generated graphs are based on a Kronecker

Table 3 The experimental platform configuration

Platform AMD A10-7850K AMD Ryzen 5 2400G

Operating system Ubuntu 14.04.1 Windows 10

Number of CPU cores 4 4

CPU frequency (GHz) 3.7 3.6

Number of GPU compute units 8 11

GPU max frequency (GHz) 0.72 1.25

Memory size (GB) 32 32

Memory frequency (MHz) 1600 2400
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Table 4 Input graphs used in our experiments

Scale 22 23 24 25 26

Vertex 4.19M 8.39M 16.78M 33.55M 67.11M

Edge 67.11M 134.22M 268.44M 536.87M 1073.74M

graph model [19] with an average degree of 16. We evaluate the BFS using the five
graphs listed in Table 4. On average, each vertex has 16 edges.

Comparison We use three BFS versions in this paper.

1. The Daga version [12], which is the fastest BFS version targeting CPU–GPU
integrated architectures of which we are aware. We add the extension described in
Sect. 4.3 to enable it to process large graphs.

2. The Yasui version [49], which is ported from a BFS implementation for NUMA
architectures.We do not use its NUMA-related optimizations; however, we use this
version for comparison because it achieves high performance on our platforms.

3. Our hybrid version, which uses both the CPU and GPU to process graphs with all
optimizations.

The first and second algorithms are proposed in previous works, and the third is
our implementation. In our implementation, for the top-down method, we parallelize
the computation process by distributing different rows to different threads. For the
bottom-up method, we parallelize it by making different threads process different
edges. We choose OpenMP for the CPU device and OpenCL for the GPU device.

5.2 Performance

For comparison purposes, Fig. 4 shows the performance results of different BFS imple-
mentations on the five datasets. Figure 4a represents the results with the A10-7850K,
and Fig. 4b represents the results with the Ryzen 5 2400G. We follow the rules of
Graph500 and use giga-traversed edges per second (GTEPS) as the performance met-
ric. In the evaluation, let m be the number of edges in a traversed component of the
graph and t be the BFS execution time. The normalized performance rate (GTEPS)
is defined as m/t . In general, our BFS achieves the best performance on all the input
graphs for the integrated architectures—considerably better than that achieved by the
other versions. Our BFS achieves averages of 2.1 GTEPS on the A10-7850K and 1.4
GTEPS on the Ryzen 5 2400G. The Daga version achieves averages of 0.9 GTEPS on
the A10-7850K and 0.6 GTEPS on the Ryzen 5 2400G. The Yasui version’s perfor-
mance is closer to ours; it achieves averages of 1.9 GTEPS on the A10-7850K and 1.3
GTEPS on the Ryzen 5 2400G. Overall, our proposed BFS implementation is 2.3×
faster than the Daga version and 1.1× faster than the Yasui version.

From Fig. 4, we can see that the Yasui version performs much faster than the Daga
version, which indicates that the graph layout remapping is an effective optimization
technique in BFS. Our BFS has higher performance than the Yasui version does,
because we use the GPU to accelerate some levels of computation; however, the
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(a)

(b)

Fig. 4 Performance results of different BFS implementations. a A10-7850K, b Ryzen 5 2400G

speedup of ours over the Yasui version is not large, because BFS is a data-access-
intensive application in which both the CPU and the GPU access the same memory.
Figure 4 also shows that our BFS implementation is efficient, especially when the
data size is large. The performance differs between the A10-7850K and the Ryzen
5 2400G, which may be related to the driver and operating system differences. The
Daga version [12] is the work most similar to ours. Compared to ours, the advantage
of the Daga version is that it can run directly on an integrated architecture without first
having to build a performancemodel.However, its parameters of strategy switching are
fixed. Moreover, our version has extra optimizations. The Yasui implementation [49]
is efficient, but it does not take advantage of GPUs.

5.3 Energy efficiency

Energy efficiency is an important indicator for integrated architectures; therefore,
we also evaluate our method from an energy perspective. We use an external power
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meter (WT210) [35] to measure the real-time system power to calculate the energy
efficiency. The WT210 monitors the input power and records the real-time power at
intervals of one second. A similar method is used in [52]. Because GTEPS reflects
the computing performance, we use GTEPS divided by power to represent energy
efficiency. We use the Daga version as the baseline and define “speedup” as the base-
line’s energy efficiency (performance per watt) divided by the correspondingmethod’s
energy efficiency. Figure 5 shows the energy efficiency results for the different BFS
implementations. Figure 5a shows the results on the A10-7850K, and Fig. 5b shows
the results on the Ryzen 5 2400G. Our BFS is highly energy efficient and consistently
achieves improvements in energy efficiency compared to the other BFS implemen-
tations, especially on large graphs. The average energy efficiency of our BFS shows
a speedup of approximately 2.3× over the Daga version on the A10-7850K and a
speedup of approximately 2.5× on the Ryzen 5 2400G. Moreover, our BFS achieves

(a)

(b)

Fig. 5 Energy efficiency results of different BFS implementations. The baseline is the Daga version. a
A10-7850K, b Ryzen 5 2400G
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approximately a 1.6× speedup over the Yasui version on the A10-7850K and 1.3×
on the Ryzen 5 2400G.

Our BFS implementation shows larger speedup from an energy efficiency perspec-
tive than from a performance perspective. Energy efficiency is an important aspect
of parallel computing. AMD argues that integrated architectures form an important
balance between performance and power [5]. From Fig. 5, we can see that using only
the CPU does not achieve optimal energy efficiency. Energy efficiency stems from
two factors: runtime power and execution time. The GPU has lower power to pro-
cess workloads than the CPU does on integrated architectures. Because our method
uses GPUs in some iterations and executes in less time, the energy efficiency of our
implementation is much better than that of the previous methods.

5.4 Analysis

We analyze the different implementations from Table 2 of our hybrid BFS in this
section. In Table 5, we use the scale26 as an instance to show the execution times of
TC , TG, BC , BG, and BGC at each level. There are eight levels during the BFS
traversal, and the fifth level has the largest frontier size. As Table 5 shows, no strategy
is the most suitable for all levels. Different traversal orders with different devices
result in diverse performances. When the frontier size is small, the top-down method
performs better than the bottom-up method does; however, when the frontier size is
large, the bottom-up method performs better. In our implementation, we provide a
parameter to determine the interval at which the algorithm decides whether it should
switch the current strategy. By default, this parameter value is set to one, which means
that the strategy selection module is called after each iteration. Although Table 5
indicates that TC , BG, and BGC are necessary on the current platform, we do not
guarantee that these three strategies are the best on other platforms. Hence, we still
need to consider all strategies in other situations. Moreover, Table 5 indicates that
frontier size plays an important role in strategy switching, and our model considers
it an important factor. Based on the frontier size and the predicted performance for
each method, our model can estimate the execution time for each version, allowing it
to choose a suitable strategy.

Table 5 Details for each level of different BFS strategies on the scale26 example

Level Frontier size TC (s) TG (s) BC (s) BG (s) BGC (s)

1 1 0.02 0.03 4.37 9.42 9.44

2 1 0.02 0.05 4.34 8.53 8.47

3 5198 1.81 3.44 3.16 0.29 0.27

4 55,391,290 9.76 17.35 2.66 0.08 0.07

5 126,205,388 0.30 0.97 2.84 0.06 0.06

6 414,288 0.03 0.08 2.82 0.05 0.05

7 1132 0.02 0.02 2.83 0.05 0.05

8 4 0.02 0.02 0.03 0.05 0.05
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Table 6 Number of vertices
before and after graph layout
remapping

Scale 22 23 24 25 26

Original 4.19M 8.39M 16.78M 33.55M 67.11M

Optimized 2.40M 4.61M 8.87M 17.06M 32.80M

Saved (%) 42.87 45.03 47.12 49.15 51.12

Section 5.2 indicates that graph layout remapping is an effective optimization
technique; therefore, we analyze the graph remapping technique in this section. As
explained in Sect. 4.2, this technique removes the zero-degree vertices. We show the
number of vertices before and after this optimization in Table 6. As Table 6 shows,
approximately 48% of the vertices are saved by graph layout remapping, which avoids
a large number of unnecessary memory accesses in our BFS. The graph layout remap-
ping process occurs during the preprocessing stage. On average, the graph layout
remapping process takes approximately 41.5% of the preprocessing time. The other
optimizations concern data structure selection and techniques to process large datasets.
These optimizations have been integrated into all versions; related explanations appear
in Sect. 4.

5.5 Discussion

Limitation Our BFS algorithm needs to run a benchmark first to build the adaptive
model for a given architecture. When switching to another platform, the effectiveness
of the model and the accuracy of the speed estimation depend on the architectural
differences between the original platform and the new platform. One solution is to
perform cross-platform prediction, which we may work on in the future. Another sim-
ple but effective solution would be rerunning the benchmark on the new platform, but
this does not apply to scenarios where the platforms change frequently. Regarding the
optimizations, our graph layout remapping technique does not contribute that much
when a graph is already sorted.

Insights Although the proposed adaptive method in this paper is applied to BFS,
the idea of using the most suitable device for different iterations could also apply
to other situations. For example, iterations with high parallelism should use GPUs;
otherwise, they should use CPUs. As stated in Sect. 2.2, other graph algorithms also
have similar characteristics as BFS. For example, in parallel implementations of graph
coloring and connected component algorithms, the frontier sizes of active vertices can
be large at the beginning and small at the end. Accordingly, they should use GPUs
first, and use CPUs when the frontier size is small. The equations would need to be
adjusted slightly because the evaluation indicator for the processing speed of these
two applications involves vertices rather than edges.

6 Related work

In recent years, graph computing has been a hot research topic, and BFS, as a repre-
sentative algorithm, has attracted attention from many researchers [12,42,48,49,54].
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Among these studies, the BFS implementation from Daga et al. [12] is the closest
to ours. They are the first to implement a hybrid BFS algorithm on integrated archi-
tectures. Our BFS and their work differ in both applicability and main methodology.
First, limited by the maximum size of the OpenCL object, their work cannot handle
large graphs, while we include a special design for partitioning and processing large
graphs. Second, their work uses a simple strategy to select a top-down or bottom-up
algorithm, while ours uses a runtime model that provides a more complete analy-
sis. Moreover, our algorithm includes additional optimizations and achieves better
performance.

The most challenging problem in BFS on heterogeneous architectures is the load
imbalance problem. On GPUs, one simple approach is to map vertices in the fron-
tier to discrete threads [32], but that approach suffers from serious load imbalance
problems. Hong et al. [15] proposed a method to balance the process by assigning a
warp with a set of vertices. Merrill et al. [33] carefully designed and optimized the
neighbor-gathering and status-lookup stage within a cooperative thread array (CTA).
Other accomplishments, such as those in [24,46], use threads, warps, CTAs or the
full processor to address vertices of different degrees. Moreover, Scarpazza et al. [40]
implemented BFS in Cell/BE by splitting the data into chunks that can fit into local
storage with synergistic processing elements. Liu et al. [26] implemented iBFS, which
can perform multiple BFS traversals on the same graph. In contrast to these BFS
implementations, our adaptive BFS algorithm has a special design intended to target
integrated architectures.

Some researchers have attempted to maximize the performance of the BFS algo-
rithm on a single machine. Thus, many BFS optimization techniques have been
developed, such as using bitmaps or a hierarchical structure for frontiers to restrict
random access in a fast cache [1,10,27,28,53], lock-free array updates [10], and seri-
alizing random access and refining data structures in NUMA architectures [1,49].
However, as the size of the input graph increases, the memory of a single GPU
becomes insufficient. Several studies have investigated how to process such large
graphs, including using multi-GPUs [33,46], collaborative CPU–GPU designs [16],
I/O optimizations [22,25], and using external storage [21,37] to extend the ability of
their BFS implementations.

BFS is a typical irregular application. Graphs can be represented in sparse matrix
format. Several new storage formats have beenproposed to optimize applications based
on sparse matrices [2,23,30,41,44,47,51]. For example, Liu and Vinter [30] proposed
the CSR5 format for sparsity-insensitive sparse applications. Sedaghati et al. [41] sum-
marized the features of sparse matrices and built a model to select the most suitable
format automatically. Ashari et al. [2] used sparse matrices to calculate graph appli-
cations and performed row reordering in sparse matrices for GPU threads. Integrated
architectures have also been used to accelerate some other parallel algorithms, such
as sparse matrix–vector multiplication [31], sparse matrix–matrix multiplication [29],
and sparse triangular solve [45].
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7 Conclusion

In this study, we have developed an adaptive hybrid BFS algorithm for integrated
CPU–GPU architectures. Our BFS integrates the top-down and bottom-up BFS algo-
rithms and utilizes both the CPU and GPU devices. Along with optimizations, we
provide a performance model that can select a suitable algorithm and device for each
level during BFS traversal. Our BFS implementation can process graphs with more
than 67 million vertices and one billion edges, and it executes at approximately 2.1
GTEPS on a single integrated architecture. We also demonstrate our BFS algorithm’s
energy efficiency, which is approximately 2.3× better than the state-of-the-art BFS
on integrated architectures.
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