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Abstract. University educational administration management system is one of the core tasks of digital campus. Data mining
is a technology that taps potential information from a large amount of data according to a specific algorithm for researchers
to analyze. The experimental comparison between the improved algorithm and the unmodified algorithm shows that the
improved algorithm has better performance and can improve the convergence speed of the clustering and the accuracy of the
clustering results. The improved algorithm is applied to the mining of student achievement evaluation. Finally, according to
the comparison of the results of the traditional rating criteria with the dynamic rating evaluation results, the results confirm the
rationality and feasibility of the management of college computer network education according to the clustering algorithm.
According to the cluster analysis of these two models, it shows that it is meaningful to introduce data mining into the
management of college computer network education administration.
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1. Introduction

College educational administration management
system is a set of Browser/Web Server (hereinafter
referred to as B/S) and client/server (hereinafter
referred to as C/S) technology. The system involves
all aspects of teaching management, facing all kinds
of school management, teaching departments and
large-scale comprehensive education management
system [1]. In the management of colleges and
universities, “learning management” is undoubtedly
one of the core tasks. Whether the management

∗Corresponding author. Hongxia Sun, Xinglin College of Nan-
tong University, Nantong Jiangsu, China. E-mail: suinongv747@
163.com.

mode of educational administration is standard-
ized and scientific, and whether the management
means are automated and informationized will have
a far-reaching impact on the overall development of
schools [2]. Academic management requires the use
of advanced management tools, in accordance with
certain educational guidelines, to coordinate, guide,
organize and guide the activities of personnel at all
levels in order to be able to complete a variety of
teaching work with high quality and efficiency [3].
Data mining is the technology of mining potential
information from a large amount of data according
to a specific algorithm. Data mining is a decision
support process, which mainly processes data contin-
uously or executes a large number of fact sets to obtain
satisfactory rule patterns. At present, the domestic
university educational administration management
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system is still in the online transaction processing
stage, which converting the paper data into the data
expressed by the computer, thus getting rid of the sim-
ple manual management mode and no longer using
the computer to manage.

On the basis of summarizing the previous stud-
ies, this paper applies data mining technology to the
computer network teaching management system in
Colleges and universities. By comparing the experi-
mental results of the improved algorithm with that of
the unmodified algorithm, the system is optimized,
and the improved algorithm is applied to the mining
of student performance evaluation.

By comparing the traditional evaluation criteria
and dynamic evaluation results, the rationality and
feasibility of computer network teaching manage-
ment based on clustering algorithm are verified.
Through clustering analysis of these two modes, it is
of great significance to introduce data mining into the
management of computer network education in Col-
leges and universities. The organizational structure of
this paper is as follows: the first part briefly introduces
the background and significance of this study, the sec-
ond part introduces the research progress at home and
abroad; the third part introduces the research meth-
ods and establishes the mathematical model; the forth
part is the analysis and discussion of the results. The
fifth part summarizes the whole text and draws a
conclusion.

2. Related work

Judging from the research status of foreign coun-
tries, some scholars have pointed out that the
university educational administration system is one
of the core tasks of the digital campus. The system
is a set of Browser/Web Server (hereinafter referred
to as B/S) and client/server (hereinafter referred to
as C/S) technologies. Some scholars believe that
the system involves all aspects of teaching man-
agement, and is oriented to various management,
teaching departments and large-scale comprehensive
education man-agement systems. Some scholars have
pointed out that in the management of colleges and
universities, whether the management mode of edu-
cational administration management is standardized
and scientific, and whether the management meth-
ods, automated and informative, will have a profound
impact on the overall development of the school. In
the management of university educational data infor-
mation in foreign countries, UDY management has

reached the educational goals set by the national
education department. Learning management is a
measure of the level of a university’s education.

From the domestic point of view, in recent years,
with the expansion of colleges and universities, the
teaching has brought a lot of pressure. In particu-
lar, in order to improve school conditions and the
comprehensive strength of the school, many uni-
versities merge and jointly run schools to improve
their com-petitiveness in society. Some scholars have
pointed out through research that the current uni-
versity education management system is still in the
online transaction processing stage. Instead of using
a computer to manage everyday data management,
the paper data is converted to data represented by
computers to get rid of the simple manual manage-
ment model. Some scholars have pointed out that
college education management is an important issue
that needs to be solved in teaching management. Data
mining is the search for valuable information from the
database [7]. This information is usually not known
in advance in the database, but is objectively present.
Valuable information extracted from data mining can
often be embodied in a variety of forms, such as pat-
terns, concepts, and laws [8]. In other words, data
mining is a decision support process [21–23]. Other
scholars have studied the engineering perspective and
pointed out that knowledge is reusable information
and is mainly used to guide how to solve the corre-
sponding problems. The early knowledge base was
built by programmers or experts. The important stu-
dios of data mining did not find any knowledge, and
the methods of acquiring knowledge were automati-
cally executed in the system.

In summary, the domestic strategy of college
education management needs to be optimized. The
technology management method based on data min-
ing still stays in the conceptual or experimental stage,
and the problem of information processing of educa-
tional affairs in universities needs further research
and exploration.

3. Ant colony algorithm and probabilistic
transformation function algorithm

3.1. Ant colony clustering algorithm

The database also contains a lot of correlations
and dependencies, even if the database management
experts find this knowledge is also very difficult,
however, this part of the undiscovered information
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is likely to be very valuable, and it is likely that
this information will provide a crucial guiding role
for decision makers. The main purpose of studying
the application of data mining technology to the uni-
versity computer network educational administration
system is to solve problems such as those mentioned
above [9]. The swarm intelligence-based clustering
algorithm originated from the classification of ant
eggs. Scientists have found that ants can pile up their
bodies and ants can classify their larvae. Inspired
by this, Deneubourg first explored this area, which
is based on ant colony algorithm cluster analysis.
The ant colony algorithm-based clustering method
is divided into the following four types in princi-
ple: the ants foraging as the basic model, based on
pheromone to achieve object clustering. The cluster-
ing of objects is based on the ant self-aggregation
behavior; the clustering of ants is used as a model
to implement data clustering; According to the prin-
ciple of the ant nest classification model, clustering
is achieved based on the ant chemical recognition
system. Each of the above four methods has a suit-
able application scenario. Lumer and Faieta proposed
Deneu bourg to apply the nest classification model to
data cluster analysis and proposed the LF algorithm.
The basic idea is to randomly spread the data to be
clustered into a two-dimensional plane, and then ran-
domly distribute the virtual ants into this space. At
the same time, the ants move in the middle of the
data space in a random manner [10]. When an ant
encounters a clustering data during the movement,
the ant picks up the data and continues to load the
data randomly in the plane. If the similarity between
the data near the motion path and the data carried
by the ant is higher than the set threshold, the ant
places the piggybacked data at that position. Then
continue to move randomly and repeat the above data
uploading and unloading. According to this continu-
ous iterative method, the clustering of similar data is
finally achieved and the clustering output is obtained
[11].

The basic process of the cluster analysis algorithm
based on the ant colony algorithm is expressed as
follows: each ant individual in the ant colony is ini-
tialized, and the number of ants in the ant colony is
marked as N [12]. The maximum number of itera-
tions for the entire ant colony algorithm is denoted as
M, the side length of the local region calculated by
the similarity data object is denoted as s, and then the
other parameter values calculated in the ant colony
clustering algorithm are given. All data objects to be
clustered are projected onto a given range of planes,

that is, each data object is randomly assigned to a
point in the two-dimensional plane, the coordinate
position is (x, y); each initial ant does not bear any
data objects, and now randomly selects one data
object in the plane range; the average similarity of
the data objects is calculated.

When the ants are not loaded, the probability that
the ant picks up the data object is calculated, assum-
ing Pp. If the probability of picking up the object Pp

is greater than a certain random probability, and at
the same time this data object is not picked up by
other ants [13]. Then the ant picks up the data object,
marks his own load, and then randomly moves to
another place in the set two-dimensional plane. If the
object probability Pp does not satisfy the condition,
the ant refuses to pick up this data object, and at the
same time randomly selects other data objects in the
area and repeats the above process again. When the
ant has a data object, it needs to calculate the prob-
ability that it will drop the data object, assuming Pd

[14]. If the probability of dropping the data object Pd

is greater than a certain random probability, then the
ant will put down the data object, mark its own state
as unloaded, and then select a new data object again.
If the probability of dropping the data object does not
satisfy the condition, the ant will load the data object
and continue to move randomly to a new location. If
an object is in an isolated state, or if the number of
neighbors in the object is less than a set constant, the
object is an outlier that needs to be marked. Other-
wise, it is necessary to assign a clustering sequence
number to this object and recursively assign the same
sequence number to the objects in its neighborhood
as markers [15].

3.2. Probability conversion function calculation
algorithm

The so-called probability conversion function is
actually a function off (oi), which can convert the cal-
culation of the average similarity of data objects into
the calculation of the pick-up probability or the drop
probability. The principle of conversion of a func-
tion is that the smaller the average similarity between
a data object and its neighboring neighborhood, the
less likely it is that this data object belongs to this
neighborhood. Therefore, the higher the probability
of picking up the object, the lower the probability of
dropping the data object, and vice versa. According
to this principle, the symmetric function Sigmoid is
chosen as a function of probability transformation.
The probability of a randomly moving ant picking up
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an object with no load data object Pp is defined by
formula (1)

Pp = 1 − Sigmoid(f (oi)) (1)

Then a random moving ant carrying a data object
puts down an object probability flag Pd defined as
shown in formula (2):

Pd = Sigmoid(f (oi)) (2)

The definition of sigmoid (f (oi)) formula is as
follows:

Sigmoid(x) = 1 − e−cx

1 + e−cx
(3)

The Sigmoid function is in the form of a natural
exponential. According to formula (3), if the parame-
ter c is larger, then the curve saturation will be faster,
and thus the convergence speed of the algorithm will
be faster. In particular, it is important to note that
during the clustering of data objects, the outliers and
other objects must not be similar. When the ants pick
up them, which will make objects difficult to put them
down as quickly as possible, the convergence speed
of the algorithm will have a great impact. The c value
increases later in the algorithm and the isolated point
should be dropped as soon as possible [16]. Secondly,
the number of ants will also affect the convergence
speed of clustering performance algorithms. Because
the number of ants is too small, the number of carriers
carrying data will be less. Therefore, the convergence
speed may slow down; if the number of ants is too
large, the clustering performance may become very
poor. Because when a data object is picked up or
moved, but it is not yet possible to decide where
to put the date object, the situation at this time is
like “hanging in the air.” When calculating the aver-
age similarity, the neighborhood of the data object
cannot consider it [17]. If the number of ants is too
much, then the number of objects “hanging in the
sky” will increase accordingly, which will eventually
lead to inaccurate clustering results. Therefore, as in
the parameter value setting described previously, the
actual number of ant populations should be set based
on experience or estimation.

4. Experimental design and analysis

Using artificially synthesized data, an experiment
is conducted on the proposed algorithm. The data
is obtained from the statistical database of student

achievement in a teaching office of a college in Henan
Province [18]. The algorithm for determining the
parameter Eps value in the improved DBSCAN algo-
rithm is first verified. The results show that no matter
what Eps value is used by the DBSCAN algorithm,
the clustering result cannot be completely correct;
and the PDBSCAN algorithm obtains satisfactory
clustering results because it takes different Eps val-
ues for the two data partitions. Then the advantages
of PDSCAN algorithm are verified in improving the
quality of clustering [19]. The table gives the cluster-
ing results of the artificial data partitions shown in the
figure. The test results show that when the data dis-
tribution of PDSCAN is not uni-form, the clustering
results are much better than DBSCAN. The algorithm
and system process are shown below.

In order to test the effectiveness of the improved
algorithm, the original k-means algorithm and the
improved k-means algorithm are compared exper-
imentally for the graph data. The comparison
experiment mainly examines the accuracy of the
clustering results generated before and after the
improvement of the algorithm. The resulting clus-
tering center is shown in the table.

Fig. 1. Flow chart of the K-means algorithm.
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Fig. 2. Data mining algorithm in the operational road english
teaching flow chart.

Table 1
Comparison of clustering quality between PDBSCAN and

DBSCAN algorithm

DBSCAN Eps value Cluster quality

Left Right
partition partition
number number

2.25 3 56
3.64 2 11
4.53 1 2

PDBSCAN Left Right 3 2
partition partition

2.21 4.50

Fig. 3. Data distribution map.

Table 2
Cluster centers generated before and after improvement

Clustering The cluster center Clustering center
produced by the generated by

original K-means improved K-means

1 (0.520306,0.898935) (0.229949,0.993697)
2 (0.501523, 0.161220) (0.787478,0.665616)
3 (0.0741117,0.195459) (0.345177,0.138541)

Table 3
Class data classification

Intra class Class Correct
distance spacing rate

k-means 522.7547 82.6646 63.07%
Inheritance k-means 37.7083 96.5291 81.31%

Fig. 4. The fitness corresponding to the number of different kinds
of glass.

From the experimental results, the improved K-
means clustering algorithm is obviously superior to
the original algorithm and avoids the situation of
the local solution caused by randomly selecting the
initial cluster center by using the clustering crite-
rion function. The original K-means algorithm has
strong dependence on the initial value, and differ-
ent initial cluster centers will get different clustering
results. With the improved K-means algorithm, dif-
ferent cluster centers can get the same clustering
result, which can reduce the dependence on the ini-
tial value. Two databases are selected from the UCI
machine learning repository database for the experi-
ments: Oglass and Iris data. The classification results
of these data are known and are helpful for compar-
ison with the experimental structure of the method.
The genetic operators and corresponding parameters
in the IGKM clustering algorithm are: Population
size P = 30, Crossover probability P > 0.7, Variation
probability pm 0.005.

When the number of samples is large, the k-
means easy clustering algorithm is easy to fall into
the local optimum, while the genetic k-means algo-
rithm keeps the same better performance. In addition,
the k-means algorithm needs to determine the cate-
gory number k in advance, and the genetic k-means
algorithm does not need to determine the category
number k in advance. Figures 4 and 5 uses the genetic
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Fig. 5. The fitness of the different numbers of Ir is data.

k-means algorithm to obtain the category number
KL ≤ √

n and its corresponding fitness value. It
can be seen that the genetic k-means algorithm can
automatically identify the optimal category number.
According to the ward method, the original k-means
algorithm and the improved k-means algorithm clus-
tering results, the improved k-means algorithm works
better. Using the improved k-means algorithm for
clustering, the 7 courses are divided into professional
courses, including mathematics analysis and analytic
geometry; public courses, including college English,
legal basis, moral character, morality, stick figure, and
physical education.

The first type of students are learning the middle-
low class, their professional class average score is
about 70 points, individual professional class scores
close to 60 points, sports scores are better. Most
of these students have low enrollment scores and
struggling with university studies. In the future,
these students should be educated about their correct
learning attitude and improve their self-learning and
initiative. The second type of students has good learn-
ing and excellent sports scores. The average score of
professional courses is about 70–80 points, and the
average score of public courses is 80 points or more.
From the point of view of ordinary teaching, these
students are all active students in the class. They have
a wide range of interests and actively participate in
various activities. In the future teaching, this group
of students will put forward higher requirements for
basic course study. The third type of students is mid-
dle and upper class students. Such students have a
good professional class. The average score of pro-
fessional courses is more than 75 points. The average
score of all classes is above 76. Most of the PE classes
are more than 80 points, but most of the English
scores are around 60 points, which is also determined

by the actual conditions of the college admissions.
The fourth type of students is excellent students [20].
These students have good professional grades. The
average score of their professional courses is only
80 points or more. The scores of all the courses are
more than 77 points. From the usual teaching sit-
uation, these students usually study hard and work
harder, attend lectures carefully, and earnestly com-
plete homework. This part is a bit partial in secondary
school, in the usual education; students should be
added to learn English enthusiasm. The fifth type of
students is learning poor students. The average scores
of their professional courses and public courses are
all below 75 points. Individual students have serious
partial schools and fail to pass English. Investigate
the reasons for partial school students, targeted tutor-
ing and education for students, and introduce them to
some good learning methods. They should educate
them on correct learning attitudes and improve their
enthusiasm and initiative in learning. The analysis
of student types and the analysis of various student
characteristics provide scientific information for the
improvement of teaching and education in this class
and provide scientific basis for teaching students in
accordance with their aptitude, thus improving teach-
ing quality and advancing teaching reform. Some
improvements will be made to the existing methods
for initial value selection and verified by experiments
to improve the management efficiency of university
computer network education and management sys-
tems. In the machine management mode, there are a
lot of data in the database system. Advanced mining
methods are used to mine the date in order to find out
the rules contained in it. Then these excavated rules
are used to apply to teaching and management, so as
to continuously improve the level of education and
management and management.

Based on the clustering algorithm, the university
student information management platform is studied.
The university computer network education manage-
ment system is managed by clustering algorithm.
Before clustering, the data is divided and the data
is divided into multiple grids, so that the data dis-
tribution in each grid is as uniform as possible. The
research results show that the advantage of dividing
the educational data is that compared with the tradi-
tional evaluation criteria and the dynamic evaluation
results, when the data distribution is uneven, the clus-
tering quality can be improved. Parallel processing
ideas are used to improve clustering efficiency. There-
fore, it is very important to introduce data mining into
university computer network education management.
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5. Conclusion

At present, the domestic university educational
administration system is only at the stage of online
transaction processing, that is, converting paper data
into data represented by computers, in order to get
rid of the pure manual management mode, instead
of using a computer to manage the daily teaching
and management work. Based on the clustering algo-
rithm student information management platform for
research, first of all, a more systematic and com-
plete analysis of clustering which include the concept
of clustering, clustering algorithms, quantitative and
qualitative analysis of the quality of the algorithm
and the application of clustering in various other
fields. Secondly, in the DBSCAN algorithm, when
the data distribution is not uniform, the dependence
of the clustering quality on the input parameter Eps
is analyzed. Prior to clustering, the data is divided
and the data is divided into multiple grids so that
the distribution of data in each grid is as uniform as
possible. Then the data in the grid is distributed to
multiple processors for local clustering. The local
clustering results on multiple processors are com-
bined. The advantage of this division is that when
the data distribution is not uniform, the clustering
quality can be improved. The parallel processing idea
is used to improve the clustering efficiency. Finally,
in order to overcome the disadvantages of the tradi-
tional K-means algorithm, which is easy to fall into
local extremum problems and sensitive to initial value
selection, the initial values in the K-means algorithm
are analyzed and studied.
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