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A Survey on Post-Silicon Functional Validation
for Multicore Architectures
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During a processor development cycle, post-silicon validation is performed on the first fabricated chip to

detect and fix design errors. Design errors occur due to functional issues when a unit in a design does not

meet its specification. The chances of occurrence of such errors are high when new features are added in a

processor. Thus, in multicore architectures, with new features being added in core and uncore components,

the task of verifying the functionality independently and in coordination with other units gains significance.

Several new techniques are being proposed in the field of functional validation. In this article, we undertake a

survey of these techniques to identify areas that need to be addressed for multicore designs. We start with an

analysis of design errors in multicore architectures. We then survey different functional validation techniques

based on hardware, software, and formal methods and propose a comprehensive taxonomy for each of these

approaches. We also perform a critical analysis to identify gaps in existing research and propose new research

directions for validation of multicore architectures.
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1 INTRODUCTION

Ongoing demand in technology drives the need for designing multiple processors performing par-
allel tasks on a single multicore chip (Blake et al. 2009). The phenomenal growth in the number of
cores makes the design more complex. Subsequently, the functional complexity of verifying these
high-end processors to eliminate design bugs (hardware errors) also increases exponentially.

Design bugs or errors manifest themselves as electrical or timing errors, functional errors, and
structural errors in the manufactured prototype. Based on this, there are different verification dis-
ciplines such as electrical verification, timing verification, and functional verification. This article
surveys different functional verification techniques for multicore architectures.

To understand the significance of functional verification, let us consider two examples.
The first example is the design of an industrial robot for assembly operations. A cost-effective

solution is to use a multicore where the motion control of a robot arm runs on one core and the
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Fig. 1. Verification and validation during processor development.

human-machine interface runs on another core. The core that runs the motion control has to be
more compute intensive than the other core. By using a real-time operating system, the robot
responds quickly and predictably to real-time events. If the motion control arm of the robot is not
functioning correctly due to an error in the control logic, then it can lead to outage of the whole
production line. To address this issue upfront, it is required that coordination, calculation, and
control aspects of the robot’s arm be verified in a parallel manner.

The second example is the use of Many Integrated Core (MIC) architectures for accelerating
high-performance computations in seismic image processing for the oil and gas industry. Seismic
images are used to locate oil resources and reduce costs. Nearly 50,000 nodes in various seismic
processing centers work in parallel to collect, process, and analyze seismic images together with
reservoir modeling and simulation while drilling for oil. Parallel processing involves massive si-
multaneous two-dimensional (2D) and 3D calculations. Any functional error in the MIC could
result in a system hang or shutdown of the nodes. This would lead to server downtime in locating
the oil resources followed by revenue loss to the company. Therefore, functional verification of
MIC includes verifying parallelization, thread affinity, and memory demands.

The aforementioned examples highlight the need for functional verification to avoid hazards or
disasters in real-world scenarios.

As shown in Figure 1, verification and validation happen throughout the processor development
lifecycle in three stages, namely pre-silicon, post-silicon, and runtime verification (Wagner and
Bertacco 2010). Pre-silicon verification involves testing the design prototype (before it is fabricated)
to prove that the design meets its specification. Post-silicon validation involves testing the first
fabricated chip (first silicon) to check if it meets its design specification. Runtime verification is
aimed at detecting design errors that happen over time. It also detects design errors that have
found their way into the final product.

In the literature, the terms verification and validation are used synonymously as the problem
of detecting design errors remain common to both of them (Wagner and Bertacco 2010). We also
follow the same approach in this article.

Pre-silicon techniques detect bugs in the Register Transfer Level (RTL) model of a new design.
These techniques are broadly classified into simulation-based methods and formal methods. In
simulation-based methods (Wile et al. 2005), processor instructions are generated as test sequences
in a random manner and fed to the RTL model of the design. The results computed by the RTL
model are verified against a known reference model (golden model) (Mishra and Dutt 2005b). Their
disadvantage is that the speed of simulation is actually several orders of magnitude slower than
when the tests are run on the actual hardware. Due to their limited speed, they are used to verify
only specific functionalities and therefore are not exhaustive in verifying a new design (Vasudevan
2006). As a result, these methods do not guarantee the absence of a design error in a design.

Formal methods (Bryant and Kukula 2003) use mathematical proofs to prove that a design meets
its specification. They include equivalence checking (Mishchenko 2012), model checking (Clarke
et al. 2000), automated theorem proving, and automata-theoretic techniques (Moore et al. 1998).
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These techniques are predominantly state-based. Hence, in multicore designs, an exponential rise
in the size of the state machine results in state space explosion. As a result, formal methods are
used for verifying smaller units in a multicore design and not the chip as a whole.

Post-silicon validation begins when the first silicon is available in actual hardware. The key ad-
vantage is that the tests run faster on the bare metal when compared to pre-silicon techniques. But
it has challenges like limited observability and controllability that make it difficult to monitor the
internal signals in the hardware and to reproduce the bugs (Bertacco 2010). Due to the aforemen-
tioned limitations of both pre- and post-silicon techniques, it is quite difficult to provide a “totally
bug-free” design and the bugs do escape into the market. Hence, runtime verification is needed.

Runtime or dynamic verification is classified into two approaches, namely checker-based so-
lutions and patching solutions. Checker-based solutions (Austin 2000; DeOrio et al. 2007) deploy
a separate hardware unit for monitoring and detecting the error. On the other hand, patching
solutions (Sarangi et al. 2007) bypass an error by disabling specific units using programmable
techniques. However, patching solutions only apply when the error has been discovered and a so-
lution to bypass it has been identified within the capabilities of the patching engine. Thus, runtime
verification is oriented toward solving a specific issue for a processor.

A study by Collett Research group in 2004 revealed that a leading cause of chip re-spins are
functional issues (Collett 2004). A recent survey in 2014 concluded that nearly 60% of design errors
are due to functional issues (Foster 2015). They throw light on the fact that functional validation
gains more significance during post-silicon debug. Another study in 2014 by Mentor Graphics
revealed that verification time exceeds design time by 57% (WilsonResearchGroup 2014). As the
time-to-market shrinks to catch up with market share, the time spent on verification needs to be
reduced. As pre-silicon verification is slow, and runtime verification addresses only some specific
issues, these studies highlight the fact that post-silicon validation assumes greater significance for
delivering a reduced bug-free design within a short time-to-market.

In recent times, both industry and academia have made efforts to understand post-silicon vali-
dation. To get a good perspective of all the work, this survey endeavours to provide a clear picture
of the validation techniques that are practiced by the industry. We begin by examining the errors
of a few multicore architectures to identify the regions that require more validation effort.

From the analysis, we identify that there is a shift in verification focus when moving from sin-
gle core to multicore due to their non-deterministic behaviour. The non-deterministic behaviour
arises from the (i) parallelism exhibited through distinct layers of memory hierarchy, (ii) hetero-
geneity in cores, and (iii) cross-core communication. Core unit is the prime area for single core
verification, whereas uncore units gain importance in multicore verification. Based on this, we
propose a detailed taxonomy of validation techniques for the core and uncore units of a multicore
processor. We then highlight directions for further research in validation.

This article is structured in the following manner: Section 2 provides an analysis of the design
errors. Section 3 proposes a high-level taxonomy of functional validation approaches. This is fol-
lowed by a detailed taxonomy in Sections 4–9. The research areas are identified and brought to
attention in Section 10. The entire work is summarized in Section 11.

2 OVERVIEW OF DESIGN ERRORS

To understand the importance of post-silicon validation, we begin with a discussion of a few sig-
nificant examples of design errors in single core and multicore that have made their way into the
market resulting in major chip recalls, delay in delivery of the product, or financial loss to the
manufacturer.

The earliest one in this list is the single-core FDIV bug in the Intel Pentium (P5) processor
reported in 1994. The FDIV bug (Coe 1995) was caused by an error in a lookup table that was

ACM Computing Surveys, Vol. 50, No. 4, Article 61. Publication date: August 2017.



61:4 P. Jayaraman and R. Parthasarathi

used to calculate the intermediate quotients necessary for the floating-point division. It affected
the floating point FDIV instruction in division problems that had more than five digits. Its impact
was that it brought a great loss to the company.

A more recent example is the Skylake bug (in the Intel sixth-generation Core i7-6700K and Core
i7-6600K) reported in 2016. It made the chip to freeze under “complex workloads.” When a Prime95
application ran on a Skylake CPU with a maximum number of threads, the system crashed. Hyper-
threading was disabled to solve the issue (ExtremeTech 2016).

Similarly, a Transactional Synchronization Extensions (TSX) error in the Intel Haswell (Xeon)
and early Broadwell processors were reported in 2014. It made the software hang when TSX in-
structions were used. These TSX instructions were used in server-class applications like transac-
tional database servers. A microcode update was released by Intel to disable TSX instructions to
ensure stable operation of the processor (PCWorld 2014).

A hypervisor-bursting bug in the AMD (AMD Opteron 3300 / 4300 / 6300) Piledriver processor
created system instability. The unpredictable behaviour during non-maskable interrupt not only
allowed a virtual machine (VM) to crash its host but also allowed a VM to take over the host
(TheRegister 2016).

A Translation Lookaside Buffer (TLB) bug in the Phenom quad-core processor triggered AMD to
stop its shipment and made them issue a microcode patch. Whenever nested cache writes occurred,
there was a race condition where L2 (private) and L3 (shared) caches had incorrect values for the
same data. This resulted in a hard lock on the system or a silent data corruption. However, a
solution was provided in B3 Phenom to address this issue (AnandTech 2008).

2.1 Design Error Analysis

The industry makes it a practice to collect and record the design errors in documents called errata
sheets. The errata sheet contains information about the root cause of the error, its implication,
workarounds, and the significance of the error. The significance of the error is denoted by its
frequency and severity (Narayanasamy et al. 2007).

Design error data are considered proprietary by the industries, but a few industries make their
data available in the public domain (Van Campenhout et al. 2000). In this survey, the error analysis
is carried out based on the publicly available data.

We look at the errata of four multicore architectures, namely Intel’s Xeon, AMD’s Opteron,
Intel’s Xeon Phi, and ARM Cortex-A9. We begin with an analysis of errors in coherent memory
architectures like the Intel Xeon E5 v2 product family (12 cores) (Intel 2015a) and AMD’s Opteron
(AMD 2009).

2.1.1 Intel’ Xeon E5 and AMD’s Opteron. Intel’s Xeon E5 v2 product family errata sheet (Re-
vision date: April 2015) reports 164 errors and AMD’s Opteron errata sheet (Revision date: June
2009) reports 77 errors. These errors fall under different buckets based on the source of occurrence:
uncore units, faulty instructions, debugging support, monitoring events, launch of new features,
and other miscellaneous events. This is illustrated in Figure 2 and discussed below.

Uncore units:

• Interconnect networks: The main category for a significant source of errors is the Intercon-
nect networks. Errors of this type include issues in both off-die and on-die interconnects. In
the Xeon processor, errors in Peripheral Component Interconnect Express (PCIe) and Quick
Path Interconnect (QPI) contribute to nearly 26% of the total errors. In AMD, Hypertrans-
port (Lightning Data Transfer) errors account for 13%.
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Fig. 2. Design error analysis for Intel Xeon Processor E5 v2 product family (Revision date: April 2015) (Intel

2015b) and AMD Opteron (Revision date: June 2009) (AMD 2009).

• Memory unit: Errors in the memory unit occur due to memory ordering violations, incon-
sistent memory types, memory latencies, page faults, memory scrubbing, TLB errors, cache
parity errors using Error Correcting Codes (ECC), deadlocks (a combination of memory
related events), cache coherency issues with hardware prefetching, and Direct Memory Ac-
cess (DMA) errors.

One category of a DMA error is the prevention of transactions, when one agent becomes
the owner of another agent’s resources. It is termed as lock quiescent flow (Intel 2015a).
When this happens in DMA, it prevents the completed operations from entering the write
queue. Hence, the DMA state machine gets deadlocked. Another scenario is when DMA
processing fails to halt either on detecting 64-bit addressing errors or memory read-write
collisions. These are a major source of errors (50.55%) in Opteron but contribute compara-
tively to a lesser percentage (18.26%) in Xeon.

• Power and Thermal Units: Errors in power and thermal units arise due to issues in power,
voltage, and temperature. In Xeon, these errors are exposed via the Platform Environment
Control Interface (PECI) and account for 6.7% of the total errors. In Opteron, these errors
account for 7.8% of the total errors.

Faulty instructions: About 3% of the errors in Xeon and 14.3% of the errors in Opteron are under
this category.

Debugging support: Errors occur due to issues in Advanced Programmable Interrupt Controller
(APIC) (timer and interrupt) events, wrong error reports, interrupts, debug exceptions, and break-
points. In Xeon, these errors add up to 16.4%, and in Opteron they account for 7.8%.

Monitoring Mechanisms: There are two monitoring mechanisms namely Performance Monitor-
ing Counters (PMC) and Machine Check Architecture (MCA). Issues in performance monitoring
counters account for 7.9% of the errors in Xeon and 1.3% of the errors in Opteron. Similarly, errors
in machine check exception handling, lost values in Machine Check (MC) banks during a power-
on reset, logging of uncorrectable errors in MC status registers, failure of platform recovery after
MC, and loss of MC logs on warm reset account for 6.7% of the errata in Xeon and 7.8% in Opteron.

Launch of New Features: The release of new features like Quick Data Technology (QDT) and
Virtualization Techniques (VT) have introduced new errors that add up to 8.5% in Xeon. Examples
of errors in VT include system hang due to multiple VT translation requests, master abort during
a VT memory check error on QDT and VM exits on various combinations of events. However, in
Opteron, virtualization feature (AMD-V) has not reported any errors.
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Fig. 3. Design error analysis for Intel Xeon Phi.

Miscellaneous Events: Events like warm or cold reset, Restore from System Management (RSM),
delayed clock/frequency, system hangs (due to bypassed reads, stalled probe, core count greater
than 14, etc.), and issues in micro patches, software prefetch, sequential prefetch account for 6.7%
of the errors in Xeon and 10.4% of the errors in Opteron.

2.1.2 Intel’s Xeon Phi. Next, we consider a mesh-based non-coherent architecture, that of Intel’s
Xeon Phi (72 cores). Its errata sheet reports a total of 56 errors (Intel 2015a), where 28.57% of
the errors occur in the memory unit (including DMA), 16.07% of the errors occur in interconnect
networks, 14.28% of the errors are due to faulty instructions, 12.5% of the errors occur due to
debugging support, 5.35% of the errors each occur due to PMC and MCA, 5.35% of the errors is in
power and thermal units, and 7.14% of the errors is due to other miscellaneous events (Figure 3).
Thus, we find that majority of the errors occur in memory hierarchy and interconnect networks.

2.1.3 ARM Cortex-A9. We next examine the ARM Cortex-A9 family of processors. ARM
Cortex-A9 is used in the i.MX6 DualPlus/Quad family of the application processor. The i.MX6
multicore platform has dual or quad ARM cores running at 1.2GHz. Its errata sheet reports 175 er-
rors in various subsystems, of which 50 errors are in the ARM Cortex-A9. In the i.MX6 application
processor, 28.5% of the errors are ARM processor errors, 48% of the errors are due to connectivity
peripherals, 12% of the errors are due to multimedia peripherals, 5.14% of the errors are due to in-
ternal memory (ROM), 2.85% each due to security and timer issues, and 0.6% due to system control
peripherals.

Of the 28.5% errors present in ARM Cortex-A9, 17.67% are in the memory unit, 4.56% are due to
debug exceptions and interrupts, 3.42% are due to monitoring events, and 2.85% are due to clock
issues, special instructions, and other miscellaneous events. This is shown in Figure 4.

In all the above cases, we find that the majority of the errors are in the memory and interconnect
networks. We see that 48.05%, 17.67%, 16.46%, and 16.07% of the errors appear respectively in the
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Fig. 4. Design error analysis for i.MX6 Dual/Quad Core and ARM Cortex-A9.

Fig. 5. High-level taxonomy of functional validation techniques.

memory units of Opteron, ARM Cortex-A9, Xeon and Xeon Phi. Likewise, 48%, 26%, 16.07%, and
13% of the errors appear respectively in the interconnects of i.MX6, Xeon, Xeon Phi, and Opteron.

This shows that, with multicore architectures, there are more issues in memory hierarchies and
interconnect networks. This has prompted the industries to direct verification efforts in these areas
to reduce the number of design errors.

In the following sections, we look at the various techniques that have been developed for the
validation of these “uncore” components and the “core” components. Since there is a plethora of
techniques, we classify them based on a new taxonomy.

3 TAXONOMY OF FUNCTIONAL VALIDATION TECHNIQUES

Although different taxonomies exist in the literature for functional validation (Bhadra et al.
2007), we propose a new taxonomy, keeping in mind the new dimensions that have to be con-
sidered in the multicore scenario. At a high level, we classify validation techniques as follows:
Architectural support–assisted techniques, Software-Based Self-Testing techniques, Test Program
Generation–based techniques, Machine Learning and Predictive Analytics–based techniques and
formal methods–based debugging techniques (Figure 5). The low-level deeper taxonomies are pre-
sented in the following sections.

Architectural support–based techniques (hardware checkers) (explained in Section 4) involve
modifying or embedding new hardware in the design for verification (Wagner and Bertacco 2010).

Software-Based Self-Testing techniques (Section 5) involve writing test programs in high-level
language and running at normal speed of the processor to verify the new design. This supports on-
line or in-field testing where the operating system tests without affecting the application running
on the system. The operating system identifies the idle periods of the processor to execute the test
program or makes use of programmable timers to execute the test program periodically at regular
intervals (Paschalis and Gizopoulos 2005; Psarakis et al. 2010).
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Fig. 6. Taxonomy of architectural support for functional validation.

Test-Program Generation– (Section 6) based techniques involve writing test programs in as-
sembly language and executing them in parallel on multiple cores. This is followed by designing
frameworks for automatic generation and execution of these programs.

Machine Learning and Predictive Analytics– (Section 7) based techniques consume huge
amounts of test data from existing architectures to predict bugs in future designs.

Formal methods (Section 8) include techniques both with or without hardware support to assist
the debugging process. These methods aid in reproducing the bug scenario by constructing an
error trace.

A cross-cutting aspect that remains common for all the above techniques is the validation metric.
The validation metric discussed in this article is functional coverage (Section 9).

In the following sections, we provide a detailed taxonomy for each category and explore the
effectiveness of these techniques.

4 ARCHITECTURAL SUPPORT (HARDWARE CHECKERS)

Hardware checker is not a new concept in post-silicon validation, as it has its origin in the fault-
tolerance domain. Hardware checkers are monitoring circuits that verify the operation of a pro-
cessor. An exhaustive survey by Kalayappan et al. (2013) classified the checkers at various levels
like circuit, architecture, and software for fault-tolerant architectures.

In fault-tolerance domain, the checkers are incorporated as self-checking circuits. They are
packaged along with the main core when delivered to the market. On the other hand, in post-
silicon validation, the checker is deactivated after validation is completed and prior to the chip
being delivered to the market. This eliminates any performance degradation at the end-user site
(DeOrio et al. 2009).

From a verification standpoint, we propose a taxonomy for checkers at the architectural level
in Figure 6. At the highest level, we identify the target unit for validation and classify checkers as
Core checkers and Uncore checkers. Core checkers verify the main core’s functional units, pipeline
control logic, and datapath logic. Uncore checkers verify the memory hierarchies, interconnect
networks, and I/O units. We explore a set of techniques that have been used in the recent past.

4.1 Core Checkers

We note that fault-tolerant approaches (Ma et al. 2007) like Dual Core Execution (DCE) and De-
coupled Execution (DE) can be exploited to assist functional validation of core units in multicore
designs. In DCE, a separate checker core recomputes the instructions to verify the operations
of the main core. In DE, an in-built checker unit is deployed inside the main core where the

ACM Computing Surveys, Vol. 50, No. 4, Article 61. Publication date: August 2017.



A Survey on Post-Silicon Functional Validation for Multicore Architectures 61:9

instruction streams are decoupled and verified separately by the checker unit. Hence, we classify
Core checkers as DCE checkers and DE checkers. In this subsection, we discuss the application of
these techniques in single-core architectures that can be further extended for multicore designs.

4.1.1 Dual Core Execution Checkers. One of the first approaches of DCE (Zhou 2005) consists
of two cores coupled with a queue. The main core pre-processes the instructions in a fast and
accurate way. The retired instructions are kept in a result queue, and the checker core re-executes
these instructions. The architectural states of the two cores are compared continuously, and if there
is a mismatch, then the checkpoint state is rolled back for re-execution. Dynamic Implementation
Verification Architecture (DIVA) (Austin 2000), one of the earliest works in dynamic verification
of single-core architectures, operates on this principle. In DIVA, whenever there is a mismatch
of results, an exception is raised by the checker core, and the incorrect value in the main core is
replaced with the correct recomputed result of the checker core. The main core then enters into
a degraded mode of operation where its pipeline is flushed to remove the erroneous results and
it restarts execution of the next instruction. Here, the checker core’s size and the design are kept
small and simple.

An important issue in DIVA is that the main core executes the instructions at a faster rate but
waits until commit happens in the checker.

There are a few similar notable approaches, such as SlipStream Processors (Sundaramoorthy
et al. 2000), Filter Checkers (Yoo and Franklin 2008), Redundant Execution using Critical Value
Forwarding (RECVF) (Subramanyan et al. 2010), and Redundant Execution using Simple Execu-
tion Assistance (RESEA) (Subramanyan 2010) that are based on the concept of DCE. In SlipStream
processors, the leader core runs a shortened version of the program and the checker core runs the
unmodified original program. Likewise, RECVF and RESEA use the second core to execute only
the critical instructions in a program and verify the result with the first core. In line with this,
another class of checkers termed as “filter checkers” deploy a checker hierarchy where the first-
level checkers filter the critical instructions and pass the result to the second-level checkers. This
checker hierarchy helps them to avoid performance degradation in scenarios where the through-
put of the main core is very high but the checker’s bandwidth is unable to handle it. Similarly,
Fingerprinting (Smolens et al. 2006) is another technique where write operations are validated
by exchanging the hash values as fingerprints between the two cores (Yoo 2007). The mismatch
in fingerprints indicates an error. In the aforementioned approaches, the second core does not re-
execute the entire program. It executes a skeleton of the main program to keep pace with the other
core. The leader runs ahead and provides hints to the checker to accelerate its execution.

Another work in line with these is a resilient core that integrates error detection and recov-
ery circuits to operate at a higher clock frequency (Bowman et al. 2011). An error control unit is
integrated with the first five stages of the pipeline. Whenever there is a late timing transition, it
suspects for the possibility of an error in that stage. The error signal is generated and pipelined
to the write back stage to invalidate the errant instruction before a commit takes place. Later, the
error recovery unit recovers the core from the error.

In Necromancer (Ansari et al. 2010), portions of a dead core or a faulty core are used to accel-
erate program execution on the active cores. The dead core cannot be fully trusted for the entire
program execution, and only its valid architectural states are used to accelerate the other active
cores. Although Necromancer is aimed to enhance system throughput, this idea can be extended
to multicore verification where we can use the dead core as a checker core.

We can infer from the above approaches that, in a multicore environment, an idle or inactive core
can act as a checker to do verification in parallel for a cluster of active cores. Also, a program’s critical
instructions alone can be verified by an idle core (checker) to reduce the congestion problem.
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4.1.2 Decoupled Execution Checkers. In Decoupled Execution, the program functionalities are
separated into the control stream, computation (execute) stream, and memory access stream. Each
stream is verified separately by deploying either a checker core or checker unit, one for each func-
tionality. Decoupled Execution occurs in two ways: (i) decoupled access/execute and (ii) decoupled
control. Decoupled access/execute allows the access instructions to be processed ahead of execute
instructions. However, in decoupled control, the control instructions are separated and processed
ahead of access and execute streams (Sung et al. 2001). Apart from this, performance and correct-
ness issues can also be decoupled (Garg and Huang 2008). Two prominent works of decoupled
execution are discussed below.

4.1.2.1 Chico (Single Checker Unit). Chico (DeOrio et al. 2007) is designed to check the cor-
rectness of control operations in the pipeline of an Out-Of-Order (OOO) processor. To verify the
control operations, it checks the program flow order by checking the address of two successive
instructions. Chico is not a checker core, but it is a single checker block with two extra stages
in the pipeline, namely setup stage and compare stage. It also includes a golden register file that
holds the register values that have been verified.

Chico does not account for large error coverage, because it only detects control logic bugs.
Experimental results show that the area impact of Chico is estimated to be less than 3%. DIVA and
Chico focus only on checking pipeline errors and do not detect I/O errors.

4.1.2.2 Argus (Multiple Checker Units). Argus (Meixner et al. 2007) makes use of multiple
checker blocks for verifying the functionality of the core. It checks the invariants rather than
individual functional units in a processor. It performs runtime checking of control flow, compu-
tation, dataflow, and memory. It deploys four checkers separately for each of these activities. It
follows a method similar to fingerprinting, where it generates a signature for each checker and
verifies the same. One limitation is that it cannot detect some multiple error scenarios where an
error in the checker core prevents detecting an error in the main core.

In summary, we can extend checker architectures like DIVA, Chico, and Argus to verify the core
units of multicore designs.

4.2 Uncore Checkers

As mentioned earlier, there is a shift in validation focus toward uncore units when moving from
single core to multicore (Lin et al. 2014). In this section, we provide an overview of the issues and
solutions related to shared cache and interconnect networks.

Shared Cache or Memory: Issues in shared cache occur in large numbers due to the following
reasons:

(1) Increase in the core count results in a corresponding increase in the number of shared and
private caches giving rise to a number of issues in memory hierarchies (Nanehkaran and
Ahmadi 2013).

(2) There are varying degrees of sharing of caches at different levels in multicore architec-
tures. This leads to memory consistency and cache coherency issues.

As shown in Figure 6, hardware checkers for validating memory units focus on verifying two
properties of memory operations, namely memory consistency and cache coherency. Based on
these two properties, we classify memory checkers as Memory consistency checkers and Cache
coherency checkers. Memory consistency checkers verify the constraints that are imposed on
the order of memory operations for different memory locations during program execution. Cache
coherency checkers verify whether the write operations to a particular location happen in the
correct order so the last updated value is read back. These approaches are discussed in detail below.
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4.2.1 Memory Consistency Checker. We explore two implementations of memory consistency
checkers, namely DAtacoloring for COnsistency Testing and Analysis (Dacota) and Dynamic Ver-
ification of Memory Consistency (DVMC).

In a multicore system that deploys Dacota (DeOrio et al. 2009), an area in each core’s L1 cache is
reserved to record the memory accesses during program execution. Each cache line is associated
with an Access Vector (AV). Whenever a store operation is performed in the L1 cache, a counter is
used to increment the AV corresponding to the cache line. All the AVs of a cache are collectively
arranged in order in an activity log that is available in each core’s private cache. Once the activity
log is full, program execution is temporarily suspended. The aggregated logs from all the cores
are transferred to main memory. Finally, the logs are analyzed for memory consistency violations
by running a software algorithm on any one of the cores. The algorithm constructs a directed
graph. The presence of a cycle in the graph indicates a memory consistency violation. The graph
is further analyzed to isolate the error specific to a core.

A few interesting aspects of Dacota are as follows:

(1) The data values are not stored in access vectors of each cache. Instead, a counter is used
to store the incremented value whenever a store is performed. This reduces the storage
space of the access vectors.

(2) The checker is disabled before shipment of the product, thereby leading to zero perfor-
mance overhead.

Mammo et al. (2015) further extended Dacota by giving flexibility for the designer to decide
where to run the software analysis algorithm when multiple threads are running on the CMPs.
It has been identified that there are three possible locations to run the algorithm: the core under
verification or a separate core on the same chip or offline on a separate machine. In this case, two
types of memory access orderings are tracked for the different shared memory interactions:

(1) Consistency ordering ensures memory consistency that is enforced by the consistency
model on memory accesses (within the core).

(2) Dependency ordering ensures ordering of data dependencies on memory accesses (be-
tween cores).

Meixner et al. (2009) designed a runtime verification framework named DVMC for verifying
shared memory interactions. It verifies three invariants on memory operations, namely Unipro-
cessor Ordering, Allowable Reordering, and Cache Coherence. To verify the three invariants, each
core is supplemented with the following set of checkers where the memory operations are replayed
before they are committed:

(1) A verification cache to check uniprocessor ordering. Whenever write operations are made
by a single core to the shared memory, it captures the operations and replays them in the
checker. The replayed values are verified against the executed values.

(2) Ordering table checker to ensure that whenever a memory operation gets completed, it
does not violate the reordering rules of the consistency protocol.

(3) Coherence checker to verify that the coherence property is satisfied.

4.2.2 Cache Coherency Checker. Coherence String Matching (CoSMa) is a solution for verify-
ing cache coherence in multicore designs (DeOrio et al. 2008). An area in the L1 cache of each core
is partitioned to store its local activity termed as Local History Logs (LHL). The L1 cache controller
of each core has a Slave Checker (SC) hardware unit. During program execution, each cache line’s
coherence state is monitored by LHL. In a similr manner, an area in the shared L2 cache is also par-
titioned to store the global activity of all the cores and termed as Global History Logs (GHL). The
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Table 1. Analysis of Dacota, Mammo’s Work, DVMC, and CoSMa

Feature Dacota Mammo’s work DVMC CoSMa

Hardware
Provisions

A control block, a state
machine, and an index
table

A store counter and a
log delay buffer

Deploys three
checker units.

A master checker for
L2 cache and a slave
checker for each
core’s L1 cache.

Advantages Low area overhead,
high coverage, and fast
debugging ability.

Scalable with increase
in the number of
cores.

Dynamically verifies
a wide range of
consistency models.

Offers a high
coverage and less
area overhead.

Limitations Does not handle error
recovery. Not scalable
with increase in core
count.

Cache coherence is
not fully addressed.
Test generation is not
addressed.

Hardware costs and
interconnect
bandwidth are high.

Memory consistency
bugs and deadlocks
are not undetected.

Experimental
Results

Implemented on
OpenSPARC T1: area
impact less than 0.01%
and a 26% performance
slowdown for
applications.

Memory hierarchy is
simulated for a
16-core multicore. It
showed 83% bug
detection rate over
the three memory
consistency models.

Implemented on
SPARCv9
architecture:
Performance
slowdown up to 11%.

Implemented on Intel
Core 2 Duo had a
performance
degradation of 1% to
23%. The area
overhead was very
minimal, only 0.002%.

L2 cache controller has a Master Checker (MC) unit associated with it. The MC periodically sus-
pends program execution and interacts with the SC in each core to perform coherence validation.
Here, cache coherence is verified through a string matching algorithm. The program execution
takes place in the foreground while CoSMa operates in the background in a special mode called
CoSMa mode. In CoSMa mode, the log sequences are compressed, partitioned at instances of the
Invalid state of MESI protocol, and checked using the string matching algorithm. If a portion of an
L1 string is present as a subset of an L2 string, then it is coherent else it results in a coherence error.

Table 1 shows an analysis of all the memory checkers that have been discussed above.
On the whole, we observe that a set of distributed checkers are deployed in various levels of

cache to detect memory ordering violations. The bug detection capability of the checker depends
on the workload running on the system; that is, to discover memory consistency and coherency
bugs, the workloads have to use shared data. Hence, they do not completely guarantee the cor-
rectness of all possible non-deterministic behaviors in a multicore scenario.

Interconnect Networks: Other than memory, design errors occur in large numbers due to com-
plex interconnect networks. Interconnects are of two types: off-die and on-chip. In Off-Die Inter-
connect Networks (ODIN), scan-based (Karpenske 1991; Hervé et al. 2009) and trace-buffer-based
techniques (Xu and Liu 2010) are used to capture the internal states in the design. Functional bugs
can manifest themselves thousands of clock cycles after they occurred. Hence, trace buffers store
the data acquired from the crash point to the source of the error. The limiting factor is that the
amount of data obtained is determined by the capacity of the buffer. One of the earliest techniques
that leads to reduced test time is the boundary scan technique (Bleeker et al. 2011; Hassan et al.
1988). It is mainly used to test ODIN interconnects. It uses a boundary scan cell that reads the signal
between two pins. In addition to this, data compression techniques (Anis and Nicolici 2007), state
restoration techniques (Ko and Nicolici 2009), and multiple trace buffer based techniques (Basu
and Mishra 2013) are also used.

An On-Chip Interconnect Network (OCIN) serves as a communication hub for cores inside a
chip. Apart from traditional bus or crossbar interconnect fabrics, systems with large core counts
use ring or mesh interconnects. These interconnects route the messages using a packet-based
approach. The interconnects divide a message into multiple packets. The packets are partitioned
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into small blocks called flits as a header flit, body flits, and a tail flit. After packets are injected into
the network, they travel through a set of routers to reach the destination.

Today’s multicore processors predominantly use mesh interconnects. For example, in Tile64,
the Tile processor that contains 64 cores, its OCIN (termed iMESH) connects multicore tiles with
five 2D mesh networks (Wentzlaff et al. 2007). The main aim is to provide high bandwidth through
the use of mesh networks. However, latency and power are two major issues in designing such
interconnect architectures.

Another example is Intel TeraFlop NoC, which has 80 tiles for its 80 cores, where the OCIN is the
2D mesh network (Dighe et al. 2011). The key communication fabric used for inter-tile communica-
tion is the mesochronous interface. A mesochronous interface allows clock phase-insensitive com-
munication across tiles and synchronous operation within each tile. As a result, there is a synchro-
nization latency penalty for distributing a single frequency clock across tiles. In such cases, verifi-
cation includes handling of clock domains and task synchronization across tiles (Dighe et al. 2009).

4.2.3 Cross-Core Communication Checkers. Functional errors in interconnect fabrics include
cross-core communication errors. Examples of such errors are as follows: packet data corruption,
dropped and duplicated packets, network deadlock, starvation, packet misrouting, livelock, and
dropped and duplicated flits (Peh et al. 2009). To overcome these errors, functional verification
should ensure address mapping, non-dropping of packets, non-corruption of packet data, time-
bounded packet delivery, non-generation of new packets within the network, non-breaking of
the protocol under stressed conditions, ensuring secure transactions, and generation of errors for
unsecure transactions.

Interconnects can be verified using checkers or software mechanisms. Checkers are deployed
in the routers to verify the correct functionality of the interconnects. Unlike the memory unit or
functional units, the checker does not use a separate core. Instead, a checker is a small built-in unit
inside the router. This is discussed below.

4.2.3.1 Instrumenting Routers with Checkers. The observability of network traffic is enhanced
by replacing a packet’s original data content with debug information (Abdel-Khalek and Bertacco
2014). The debug information corresponds to the packet’s current state during its traversal through
every router. This is stored within each packet’s body flits. Once the packet reaches its destina-
tion, it is stored at the local cache of each node. Each router is instrumented with a small checker
to detect any error. Once an error is detected, the execution is stopped and the packet’s debug
data is analysed using a software algorithm running on the core or off-chip. The analysis pro-
cess takes place locally as well as globally. Each core analyses the debug data of packets destined
for itself. Then, the debug data from all the nodes are aggregated for a global view of the net-
work’s behaviour. Additional hardware to store the debug information includes a register and
packet counter. The register is added for every input buffer within the router. The packet counter
is added to every router and gets incremented whenever a packet is received. Table 2 shows the
communication errors and the checker units employed to detect these errors (Abdel-Khalek and
Bertacco 2014).

4.2.3.2 Traffic Capture Using Snapshots. Another technique to detect the errors takes snapshots
of packets in-flight that in turn capture the traffic (Abdel-Khalek and Bertacco 2012). Error detec-
tion is achieved in two phases: the logging phase and the checking phase. During the logging
phase, each router periodically takes snapshots of the traffic created by the packets in-flight. It
then stores the snapshots in a temporary space inside each core’s local cache. As soon as the logs
are filled up in a core’s local cache, it triggers the local check. During the checking phase, the
stored snapshots are analysed periodically by a software algorithm to detect functional errors.
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Table 2. Communication Errors and Checker Units

S.No. Communication Error Checker units

1 Packet data corruption—During transfer, the data
contents of a packet are corrupted.

Error Detecting Code (EDC) is added to each
packet. This EDC value in the source is verified
with its value in the destination.

2 Dropped and Duplicated Flits—There is a loss of
data flit or a new flit is added in the packet.

Verified using EDC. A counter and comparator are
added to verify the number of flits in a packet.

3 Dropped and Duplicated Packets—There is a loss of
data packet or a new packet is added in the
network.

A packet counter per router verifies the number of
incoming and outgoing packets.

4 Network Deadlock—When a packet gets blocked
waiting for a resource and as a result becomes
inactive, it indicates a deadlock.

Counters are added to each router and long periods
of inactivity that exceed threshold are monitored.

5 Starvation Errors—When a packet requests for
resources that are granted to other packets and
therefore the packet keeps waiting infinitely.

A time-out counter is added to the routers input
port to count the number of cycles the input port
was not granted an output channel.

6 Livelock—Packet continues to move in the network
but not toward the destination.

A Time-To-Live (TTL) counter is added to the
header flit of a packet and the counter gets
incremented on every hop. If the count exceeds the
threshold, then it indicates the occurrence of a
livelock.

7 Packet Misrouting—Packet is sent to the wrong
destination or takes incorrect path to reach the
right destination.

A comparator is added to each router in the
network.

The packets that are not making forward progress are checked for errors like deadlock, starvation,
livelock, and misroute. On detecting an error, the logs are aggregated, and the path taken by the
packets is partially reconstructed to provide additional debug information. One limitation of this
technique is that it fails to detect dropped packets. Also, the modifications done in the router have
an area overhead of 9% as reported in Abdel-Khalek and Bertacco (2012).

In this section, we have presented a broad overview of different hardware checkers that are
suitable for validating the core and uncore units of processor designs. In the next section, we
explain software based approaches for validating a multicore system.

5 SOFTWARE-BASED SELF-TEST (SBST)

Validation can also be carried out in software without changes or with minimal changes in hard-
ware (Constantinides et al. 2007) using software-based self-test. In SBST, self-test programs are
generated and run at the normal speed of the processor (Chen et al. 2007) by exploiting its In-
struction Set Architecture (ISA) (Foutris et al. 2010). Hence, SBST is also called Instruction-Based
Self-Testing. The test programs and test data are loaded in the processor’s memory. They are exe-
cuted on the bare metal. This leads to reduction in test execution time. Unlike hardware checkers,
they do not require a reference model (Psarakis et al. 2010; Chen et al. 2003). SBST methods are
suitable for both structural (Chen et al. 2007) and functional testing (Kranitis et al. 2005). We clas-
sify SBST approaches into two major categories, namely Core SBST and Uncore SBST (Figure 7).

5.1 Core SBST

Core SBST is further classified based on whether it tests the full core, selective functional units, or
pipeline logic in the core.

5.1.1 Full Core Testing. SBST for a complete core can be carried out based on the utilization
level of each core in a multicore.
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Fig. 7. Taxonomy of SBST Techniques.

Utilization-based testing: In a multicore System on Chip (SoC), all the cores are not fully utilized
at all points of time. Only selective cores are utilized at certain points of time and selective units
within a core are over-utilized (Skitsas et al. 2012). Full core testing is carried out based on the
following:

(1) Total-core utilization: The number of instructions that are executed on each core is tracked
and this is checked against the testing threshold. The cores that have a higher count above
the testing threshold are identified for full core testing.

(2) Core-unit utilization: The number of instructions in each unit of the core is tracked and
checked against a testing threshold. The units that have a higher count above the threshold
are identified for testing.

This method avoids testing of under-utilized units in a core to save the test execution time.
Apart from this, we discuss two approaches used in single-core verification that can be adopted
for multicore as well.

Special Instructions: Constantinides et al. (2007) introduced a periodic checking technique
where a firmware stalls the processor periodically and runs the checking mechanisms on the hard-
ware. To support this, special instructions termed as Access-Control Extensions were introduced
to provide accessibility and controllability to the processor states. However, its reliability depends
on loading test patterns corresponding to these instructions, executing them, and validating their
results. It has an area overhead of 5.8% and a performance cost of 5.5%.

Operation Reversal: Wagner et al. (2008) proposed a new methodology for test generation named
Reversi where each operation in the ISA has an inverse operation. A sequence of operations and
their inverse operations are fed to the processor in the form of a test program. Then, the processor
is checked for correctness by comparing the initial register state with that of final register state
in the test program. For the processor to be error-free, the initial state should be equal to its final
state. The operation and its inverse operation together constitute a reversible test program.

5.1.2 Functional Unit Testing. In multicore SoC, certain functional units within a core are se-
lectively identified and tested using Selective core-unit testing.

Selective core-unit testing: Skitsas et al. (2013) proposed an Operating System–assisted SBST
termed “Selective core-unit testing” to test the functional units for multicores. To leverage this, a
framework named DaemonGuard is loaded onto the operating system to observe the individual
functional units and performs on-demand selective SBST of those units that are most stressed.
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Table 3. Comparison of QED Transformations

Feature PLC CFCSS-V and CFTSS-V EDDI-V

Working principle Special operations inserted
across memory spaces using
targeted instructions

Block of instructions Uses Check instruction

How is the error
detected?

Self-consistency checks are
done for a selected set of
load operations.

CFCSS-V: For a selected pair
of instructions, a window
size is set and changing the
window size helps to
generate blocks of
instructions and control flow
is checked between these
instruction blocks. CFTSS-V:
The test code contains
special signatures to track
instruction execution.

Load and store values of
original instruction are
compared with that of
duplicated instruction. If
there is a mismatch, then it
indicates an error.

The DaemonGuard is an active OS process and each daemon has test programs corresponding
to a functional unit. Whenever a functional unit requires testing, the corresponding daemon is
invoked by the DaemonGuard to run the test routine. This method performs frequent testing of
highly utilized units and an infrequent periodic testing of under-utilized units. Their results show
that there is a 30× reduction in testing time when implemented on an OpenSPARC processor.

5.2 Uncore SBST

In this subsection, we discuss SBST techniques for testing cache hierarchies and interconnect
networks.

5.2.1 Memory Unit Testing. SBST for the memory unit is carried out through the usage of spe-
cial instructions or duplicate (equivalent) instructions to test the cache arrays for read and write
operations.

5.2.1.1 Special Instructions. A SBST for on-line testing of L1 cache arrays in multithreaded mul-
ticore architectures makes use of special instructions (Theodorou et al. 2011). The special load/store
instructions denoted as ldxa/stxa instructions are used to directly access instruction and data cache
arrays for March read/write (Van De Goor 1993) operations. In addition, performance counters are
used to monitor the cache misses for validation of March read and verify operations.

Implementation is carried out for single-core multithreading (1 core/4 threads) and multicore
multithreading (4 cores/16 threads). In multicore testing, the test program is not split among dif-
ferent cores as their L1 caches are not shared. But multiple test programs are run in parallel on
different cores and each test program within a core is shared by 4 threads running on the core.
Implementation results on L1 caches of OpenSPARC T1 processor (4 cores/16 threads) show a
speedup of more than 1.7 in test execution time. This technique has also been extended to detect
faults in TLBs (Theodorou et al. 2013).

5.2.1.2 Instruction Duplication. Another technique, named Quick Error Detetion (QED) (Lin
et al. 2014), based on the concept of instruction duplication is used in multicore verification. QED
is used to detect both electrical and logic bugs in the uncore units of the design specifically, in the
memory hierarchy. Three different QED transformations are discussed in Table 3. These include
Proactive Load and Check (PLC), Control Flow Checking using Software Signatures for Validation
(CFCSS-V), Control Flow Tracking using Software Signatures for Validation (CFTSS-V), and Error
Detection using Duplicated Instructions for Validation (EDDI-V) (Lin et al. 2014). The experiments
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Fig. 8. An overview of test program generation.

were carried out on multicores like Intel Core i7 and OpenSPARC T2. The results demonstrated
that QED shortened the error detection latency from nine orders of magnitude to a few hundreds
of clock cycles.

5.2.2 Cross-Core Communication Testing. SBST for cross-core communication is achieved
through thread-level parallelism and core-level parallelism. This is discussed below.

5.2.2.1 Multithreaded SBST. Multithreaded SBST focuses on optimizing the SBST program’s
execution time and improving fault coverage (Foutris et al. 2010). A single copy of the test program
is stored on the shared cache instead of storing it privately in each core. The self-test programs are
executed in parallel on multiple threads to analyze the thread switch logic (intra-core) and thread
specific control logic (inter-core) among them. Thread switch logic is verified by splitting a test
routine into different subroutines that are in turn executed by all the threads of a core. Thread
specific control logic is verified by (a) executing the test routines in parallel by all the cores and
(b) executing the test routine by maintaining a shared functional unit.

Thread-level optimum exploitation is achieved when the idle period of one thread is ovelapped
by an active thread. The test routines in n cores are scheduled in different ways to achieve optimum
utilization of shared cache and interconnects. Experimental results on OpenSPARC T1 (8 cores and
32 threads) show that the multithread scheduling algorithm speeds up test execution time both at
the core level (up to 3.6×) and the processor level (up to 6.0×).

6 TEST PROGRAM GENERATION

We look at Test Program Generation (TPG) methods that involve generating test cases in assembly
language or at the instruction set level. TPG (Sadasivam et al. 2012) deals with two types of tests,
namely directed tests and random tests. Directed tests target specific functional units in the design
and check for consistent results under normal as well as abnormal operating conditions. Random
tests are parallel test programs that verify multiple internal and external signals in the control and
data paths of the processor. One limitation is that the results of correct execution of the processor
are not known a priori, and hence, the test programs have to be rerun using a golden model. The
outputs of both the first silicon and the golden model are compared and if there is a mismatch,
then it indicates an error (Figure 8).

Test program generators are used at pre-silicon and post-silicon stage. Some examples of pre-
silicon test program generators for single-core designs are Genesys (Fournier et al. 1991) and
Genesys-Pro (Adir et al. 2004) for IBM’s PowerPC processors. Post-silicon test generator frame-
works include Pseudo-random TPG (Sadasivam et al. 2012), Markov-Model-driven TPG (Wag-
ner et al. 2007), Specification-driven TPG (Mishra and Dutt 2004), and Focused Test Suite (FTS)
(Grandhi 2006).

Test program generators for multicore include multithreaded programs that in turn execute
multiple instruction streams concurrently on all the cores. Initially, each thread creates its own
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part of the test program. Then, all the threads coordinate and jointly create the test program.
Finally, the threads synchronize and execute the test program as a whole (Adir et al. 2012).

Multicore TPG includes verifying collisions, thread coordination, and synchronization. Collision
occurs when there is an access to a shared resource by different processes (or threads) from differ-
ent cores or within the same core. Accesses that involve write operations to the shared resource
are a general test case for collisions (Adir et al. 2012).

For the verification of Simultaneous Multithreading (SMT) in IBM’s POWER5 and POWER6
processors (a dual-core processor) (Victor et al. 2005), three techniques were introduced for test
program generation, namely Thread Irritation, Thread Merge, and Thread Replication.

Thread Irritation: There is a primary thread and a number of irritator threads. The irritator
threads run in an infinite loop until the primary thread kills them. The Irritator thread interacts
with the primary thread to perform a high degree of cross-thread interaction at the microarchi-
tecture level. As a result, it detects bugs due to hangs, livelock, deadlock, thread starvation, and
cache state transition.

Thread Merge: The Test program generator creates buckets of single-threaded test cases for each
core and finally merges to get multithreaded test cases.

Thread Replication: Test program generator generates one single-threaded test case, and this
gets replicated on multiple threads to simulate a multithreaded scenario. It is ensured that each
test case is coherent and no duplicates are present.

Among the three techniques, Thread Irritation has been a great success in POWER6 and
POWER7 processors. In POWER7 processors, it has been adopted for post-silicon TPG, where
it exposed nearly 23 bugs in the design (Ludden et al. 2010).

During post-silicon validation, each test program needs to be loaded and executed separately on
the processor. This takes considerable amount of time. To avoid this latency due to loading time,
a technique called Exercisers on Accelerators (EoA) is used.

An Exerciser is a tool that is loaded on the processor by a builder application. Its role is to gener-
ate the test cases and run and verify the tests automatically on a chip. IBM’s Threadmill (Adir et al.
2011), a post-silicon exerciser, has been used to verify multithreading in the POWER7 processor.
Threadmill is loaded onto the silicon once. This is followed by test generation and execution for a
number of times. Numerous test programs are generated to test inter-thread and inter-core com-
putation and communication scenarios. Threadmill uses multipass consistency checking rather
than a reference model for verifying the results.

In EoA, the exerciser shifts are run on an in-house acceleration platform. It plays a major role
in verifying the POWER8 processor, as it is used both in pre-silicon and post-silicon stages. In the
POWER8 processor (12 cores per chip), bare metal exercisers and hardware irritators are used for
generating test cases. Bare metal exercisers employ multipass consistency checking where each
test case is executed multiple times, and the results of each pass are compared against a refer-
ence pass. Hardware irritators use test-specific hardware that triggers microarchitectural events
at random. This exposes the corner cases without creating explicit stimuli.

Another important aspect of POWER8 verification is that debugging the post-silicon failure is
made easier through cycle reproducible environment. To debug the root cause of a failing test case,
an exerciser image is executed among multiple cores and cycle-by-cycle latched data are collected
from the cores. It results in reproducing a multicycle trace of all the cores. The collected data are
analyzed to determine the exact cycle of the failing condition (Nahir et al. 2014).

In addition to this, today’s multicore server systems need verification for Reliability, Availability,
and Serviceability (RAS) features (Mitchell et al. 2005). Some examples of RAS features include
parity or ECC protection of memory, generation of checksums (using cyclic redundancy check)
for data transmission and storage, and avoiding single-point failure by duplicating components.
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The RAS features can be verified using Focused Test Suite that performs algorithmic testing of
components in a processor.

7 MACHINE LEARNING AND PREDICTIVE ANALYTICS

One of the recent approaches to post-silicon validation is the application of predictive analyt-
ics with a machine-learning paradigm to predict bugs in the post-silicon stage. This has become
possible due to the availability of huge amount of data and big data processing algorithms and
infrastructure. In this section, we discuss Anomaly Detection Algorithms, Bug Prediction Models,
and Big Data Predictive Analytics.

7.1 Anomaly Detection Algorithms

Machine learning supports automatic diagnosis of inconsistent bugs through anomaly detection.
Anomalies are patterns that deviate from normal behavior. To identify these anomalies (buggy
patterns), training data (input data) are needed to learn the correct behavior of the system. The
training data are labeled as passing (positive label) and failing (negative label) samples. After train-
ing is completed, the algorithm classifies the new data as passing or failing. The goal is to classify
the data based on the time of occurrence of the bug and the critical signals. During processor
execution, the number of failing samples is lower. Training occurs based on a large number of
available passing samples. The learning is grouped under one-class learning, as it requires only
positive labels (DeOrio et al. 2013).

In another work, machine-learning algorithms are adopted for server validation by building a
learning set in a processor (Paidipeddi and Tomar 2014). Here, the learning set is constructed to
test power management features in the Xeon processor.

7.2 Bug Prediction Models

Bug Prediction Models are mathematical models that are built to predict the occurrence of de-
sign errors in a new design. The models are used to predict the Mean Time To Failure (MTTF) of
the chip. The important part of this process lies in selecting a proper model based on the failing
cases. These models are constructed during pre-silicon and deployed in post-silicon to estimate
the bug rate. There are two types of bug predictions: short-term bug prediction and long-term bug
prediction.

Bugs in the reference model act as training data (input data) for the TPG framework of the
new design. Machine-learning algorithms are applied on this training data to predict the proba-
bility of occurrence of bugs in the new design. Thus, the bug prediction serves as input when the
verification plan is created for the new design.

Malka et al. (1998) performed a statistical analysis of bug discovery data on PowerPC processors
to determine the processor release dates in the market and estimate the bugs in the post-release.

Guo et al. (2011) proposed the use of Artificial Neural Network (ANN) for bug prediction. Clas-
sification and regression models are constructed based on the relationship between attributes and
the occurrence of bugs. The classification model identifies whether a module is prone with bugs
and the regression model predicts the number of bugs in that module.

In another work, Guo et al. (2014) constructed a framework for pre-silicon bug forecast using
Genetic Algorithms (GA). The module characteristics related to bug occurrence are collected and
refined to select the important ones. Then, learning techniques are used to build the bug models
from the training set. The bug predictive model that is built serves two purposes:

(1) The model built for reference revision can also predict the bug information of current
revision.
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Fig. 9. Design validation using big data predictive analytics.

(2) When a verification plan is created, it aids in the allocation of verification resources as
more resources should be dedicated for bug prone modules.

7.3 Big Data Predictive Analytics

There is a lot of potential and ongoing research work in big data predictive analytics for design
validation. The histroical data (test data from existing architectures) is fed as input to machine-
learning algorithms and decision support systems to make accurate predictions for detecting bugs
on new architectures. From the existing large volumes of test programs and test scenarios, we can
generate new test patterns for the futuristic multicore designs (Figure 9).

Post-silicon validation of Intel processors have made use of predictive analytics (Fania et al.
2013) in the following ways:

(1) to optimize the way bugs are handled.
(2) to eliminate 36% of test content during validation.
(3) to reduce post-silicon validation time by 25%.
(4) to proactively identify client issues and implement bug fixes (Chandramouly et al. 2013).

On the whole, we find that machine learning combined with predictive analytics would help the
industry to detect the bugs in a more rapid, accurate, and automated manner.

8 FORMAL METHODS BASED DEBUGGING

All the validation approaches discussed so far require either hardware or software support. There
is yet another approach, namely formal methods, that involves verifying a design mathematically.
It uses the concept of “property verification” (McMillan 1994) where a set of properties that specify
the behavior of the system are to be proved.

Properties are used to create assertions. An assertion is an instruction to prove that a given
property holds good for the design. Properties are defined using temporal logics like Linear Tem-
poral Logic (LTL), Computational Tree Logic (CTL) (Schlich et al. 2008), Property Specification
Language (PSL), or System Verilog Assertions (SVA).

These approaches are exhaustive, as they cover all possible behaviors in the design. Therefore,
they are used to narrow down an error to its exact location. But they become very complex as the
design size increases. Hence, formal methods are suitable for verifying small designs or a single
unit in a complex design.

There are different ways of verifying a design formally, namely equivalence checking, model

checking, and theorem proving (Gajski et al. 2009). These three approaches verify a design math-
ematically by checking if a set of properties holds good for the design under test. In equivalence

checking (Kuehlmann et al. 2002), two representations (RTL design and gate-level design) of a
logic circuit are verified to check that they are functionally equivalent. This is done by reducing
the designs to a canonical form by applying mathematical transformations (Gajski et al. 2009). The
specification is equivalent to the implementation when the two canonical forms are identical. In
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Fig. 10. Formal verification techniques for Post-silicon validation.

model checking (Clarke et al. 1986), the specification is represented as a set of properties, and the
implementation is represented as a finite-state machine. To prove that the specification is func-
tionally equivalent to the implementation, each property is verified by traversing all states in the
state machine. In Theorem proving (Ray 2010), a formula is verified by showing that there exists a
derivation of the formula (theorem) in the logic of the theorem prover. It proves that the theorem
is valid for all models.

Formal verification has gained lot of importance after the detection of the Pentium FDIV bug
that has been referred earlier. Formal methods are used in pre-silicon as well as post-silicon (Kern
and Greenstreet 1999) validation. In pre-silicon, they detect an error in the RTL design. In post-
silicon, they are used to find an error trace that helps in reproducing the error to make debugging
faster. The scope of this article is limited to the use of formal methods for debugging in post-silicon.

In post-silicon, formal methods are implemented with or without hardware monitoring support.
They are used to verify selective units in the core or uncore components (Figure 10). As soon as
an error is detected using any of the hardware or software techniques, formal methods are used
either to derive an error trace or perform backtracking to find its origin. Formal methods such as
theorem-proving and model checking are widely in use for post-silicon. A few implementations
are discussed below.

8.1 Selective Core Unit

Formal methods are used for verifying selective units in a core such as floating point unit, ALU,
or pipeline logic. Backspace is a theorem-proving technique by Gort et al. (2012). It is a post-
silicon debug method to backtrack (termed as backspace) from a crash state to the current state
using a monitoring circuit. The monitoring circuit is a breakpoint circuit and the crash state where
the error occurred is set as the breakpoint. This circuit incorporates a SAT (satisfiability) solver,
a theorem proving technique to detect error traces and is programmed with a breakpoint state.
Given the crash state and the error symptoms, the SAT solver creates an instance of the problem
to check when the current state is equivalent to the breakpoint state. Then, the chip is stopped to
find the predecessor states that led to the crash state. This is known as pre-image computation.
A new breakpoint is set at that predecessor state, and the failing test is re-run on the chip to get
a long set of error traces. When an error trace is detected that leads to its origin, backtracking
is stopped. Otherwise, a new breakpoint is set by going back iteratively to the predecessor states
until the history information is enough to debug the crash state. Using this method, backtracking
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to hundreds of cycles is possible. A key issue with this approach is its high area overhead. When
implemented using an OPENRISC 1200 processor, the full breakpoint circuit resulted in 61% area
overhead and this was reduced by constructing a partial breakpoint circuit with 2% area overhead.

This issue is overcome in Trace Array Buffer (TAB) Backspace (De Paula et al. 2011), where there
is no additional on-chip overhead except for the debug logic. There is no pre-image computation
as in Backspace. Trace buffer recording and breakpoint capability are two features used in this
design. It overcomes some limitations of Backspace like finding the right time window to capture
the chip’s partial state information by constructing abstract traces of the crash state.

The drawback in both approaches is that it is difficult to trigger the bug via the same execution
scenario. This is due to the non-deterministic nature of the multicore. As a result, an exact trace
or abstract trace cannot be constructed to debug the failure. To overcome this drawback, nuTAB-
Backspace (De Paula et al. 2012) is proposed, where an equivalent execution trace is constructed
that is not cycle-by-cycle identical but still triggers the bug. This is achieved by getting the rewrite
rules from the user that specify the equivalent traces.

8.2 Uncore Units

8.2.1 Memory. Model checking technique is widely used for debugging memory-related errors.
Counterexamples are generated in model checkers to prove the violation of a property within a
model. But the time taken to discover counterexamples is very long. Ho et al. (2009) proposed
a solution, termed waypoints, to reduce the time taken to discover long traces of counterexam-
ples. Waypoints are a set of events (preconditions) that occur prior to the observed failure. The
trace to the first waypoint acts as the initialization sequence for the next waypoint. Successive
waypoints are determined in this manner. By traversing through a sequence of waypoints, traces
(counterexamples) that lead to the crash state or error (property) are determined. However, there is
no guarantee that the trace to an error signature will pass through all or any of the waypoints. This
happens if the assertions are not predicted correctly. In such a scenario, waypoints are re-examined
to alter their sequence.

8.2.2 Interconnect Networks. Transaction Level Modeling (TLM) (Gharehbaghi and Fujita 2012)
is a formal approach, used for interconnect networks, based on Bounded Model Checking to detect
the path that leads to the origin of the bug. The hardware part consists of a transaction extrac-
tor (monitoring circuit) and a trace buffer. It mainly focuses on detecting bugs that occur during
the transaction between the cores. Each transaction is associated with information like initiator
(sender), target (receiver), and the type of transaction (read or write) that occurs between the cores.
This information is extracted using a transaction extractor. Based on the information from the
transaction extractor, a Bounded Model Checker (BMC) constructs a finite-state machine termed a
Transaction-Level State Machine (TLSM) that represents transactions of a core with another core.
For each state in the TLSM, path analysis is performed based on the constraints, transactions sent
and received for a state, and the assertions. Path analysis results in detecting error traces. As soon
as an error trace is obtained from the extractor, it is stored in the trace buffer. In a similar man-
ner, path analysis is done for all generated paths of the TLSM to collect the erroneous transaction
patterns and prune the infeasible paths.

To summarize, formal methods are effective in debugging to find good error traces within a
short period of time. Also, they are successful in hardware verification as they are cost effective.

9 CROSS-CUTTING ASPECTS -VALIDATION METRICS

Validation metrics are common for all the techniques discussed so far. There is a list of validation
metrics used in the industry. A few such metrics are Coverage Models (Mammo et al. 2012), Test
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Fig. 11. An overview of functional coverage techniques.

Execution Time (Theodorou et al. 2011; Gizopoulos et al. 2008), Bug Detection Rate (Mammo et al.
2015), and Bug Detection Latency (Lin et al. 2014). Coverage is an important validation metric.
Mainly, it is evaluated through Code Coverage (Balston et al. 2013; Piziali 2007) and Functional
Coverage (Mishra and Dutt 2005a). Code coverage is used in post-silicon debug to measure state-
ment and branch coverage. Functional Coverage (Bojan et al. 2007) measures verification progress
on the functional requirements of the processor (Piziali 2007).We specifically look at functional
coverage in the following section.

9.1 Functional Coverage

Pre-silicon functional coverage (Mammo et al. 2012) measurements cannot be directly adapted
to post-silicon due to its limited observability. Post-silicon functional coverage can be measured
either in hardware or software. Hence, we classify functional coverage as In-silicon coverage mon-
itors (hardware) and Regression Suites (software) (Figure 11).

9.1.1 In-Silicon Coverage Monitors. These monitors (Adir et al. 2010) are deployed in the hard-
ware. They are further sub-divided into performance monitoring counters and dedicated coverage
monitors.

9.1.1.1 Performance Monitoring Counters (PMC). PMCs are hardware counters that measure
events during program execution (Bandyopadhyay 2004). The counters do not interrupt program
execution. Performance Monitoring (PMON) registers are available to monitor and count certain
events. Events that can be monitored are the number of instructions, loads, stores, cache misses,
TLB misses, and number of clock cycles. PMCs monitor these events that take place and then count
the number of hits that occurred for that event. PMCs collect information about the frequency of
occurrence of these events in an application. Using PMCs, the PMON registers capture different
variations in the application. Each PMC group has a PMON ID. All variations of a PMON group
corresponding to the PMON ID are programmed in a register termed the Model Specific Register
(MSR) (Bojan et al. 2007).

Generally, PMCs are used to measure cache and TLB characteristics like L1, L2, and L3 cache
misses, cache size, cache line size, TLB data misses, TLB size, and miss latencies (Dongarra et al.
2001).

Machine Check Architecture (MCA) (Montgomery and Tian 2010) is a mechanism where a set
of Model Specific Registers (MSRs) detect and report machine errors that occur on the system bus,
cache, and TLB. MSRs contain control and status information and register banks that report the
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error. An ECC error or parity error is injected into the memory, and the correctness of data is
checked while retrieving it back. If there is a change in value, then it indicates the occurrence of a
memory error. Thus, correctness is ensured by validating the value of bits in specific MSRs.

Performance APIs (PAPIs) (Browne et al. 2000) specify a standard API for accessing the PMC
on many processors. PAPI includes events for monitoring the cache and TLB misses, count of
completed integer, the floating point, and load-store instructions.

9.1.1.2 Dedicated Coverage Monitors. Bojan et al. (2007) has discussed two different coverage
monitors for Intel’s Core 2 Duo multicore processor, namely Front-Side Bus (FSB) coverage moni-
tors and Extended Execution Trace (EET) monitors. FSB monitors are used in post-silicon to log the
requests and attributes. EETs use special microcode patches to monitor a microcode address and
signal it to the user. Then, a data collection software collects and merges the coverage information
for later analysis.

Apart from these hardware monitors, there are software based mechanisms like regression suites
to monitor the coverage closure.

9.1.2 Regression Suites. Regression suites are software-based test generation programs or test
templates that are used periodically to ensure verification coverage. The exerciser runs on a pre-
silicon accelerator and coverage information is collected to check if coverage closure is reached.
Then, the test templates are harvested as regression suites and replayed in silicon. There are two
major types of regression suites: Deterministic and Probabilistic. Deterministic suites are built
using test cases and Probabilistic suites are built using test templates. Regression suites are used
in POWER7 processor validation (Adir et al. 2011) for reaching coverage closure.

10 RESEARCH DIRECTIONS

In the preceding sections, we presented an extensive survey of the different state-of-the-art tech-
niques for functional validation of processors. Based on this survey, and the recent architectural
developments in this field, we identify a few research questions that are to be addressed.

Architectural Support

Observability Enhancement: The foremost question in post-silicon validation is the observability
of internal signals in a processor (Basu et al. 2013). Enhancing access to these internal signals is
an open research question. In addition, there are a few challenges to be addressed in a multicore
design:

Parallel verification: How can we use a checker core to perform parallel verification for a cluster
of cores? In such a scenario, how can a small set of signals be used to observe a large number of
states?

When the cores are heterogeneous and the sharing of caches also varies from one architecture
to another, how can we exploit parallel verification?

Software-Based Methods. Existing techniques address major issues like on-line testing of multi-
core, building test generation framework and using predictive analytics for new upcoming designs.
Some issues that need to be addressed here are as follows:

(1) Lack of Golden Reference Model: Can we built test generation frameworks for heteroge-
neous designs that lack a golden model?

(2) Reuse test cases: How do we select appropriate tests? How do we reuse the test cases for
other multicore architectures?

(3) Building a statistical model using machine learning: Can we build a model that is capable
of predicting the inconsistent bugs more accurately in a new design? Bugs that occur
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in multiple scenarios and bugs of high dimensionality are some issues that need to be
addressed in machine learning.

Formal Methods. Current techniques use formal methods to find an error trace using model
checkers, state machines, and SAT solvers. When the number of states is enormously large in
multicore designs, it leads to a few open issues in the existing techniques:

(1) Improving coverage: How can we increase the number of states that can be backtracked
while finding error trace?

(2) Storing Transaction-level states: As there is an enormous number of interactions between
cores and interconnect networks, how can we obtain and store these transactions or com-
munications?

Other Emerging Areas. Before the appearance of multicore processors, most of the verification
efforts were on the core functional units. With the arrival of multicore, there has been a shift in fo-
cus toward noncore components. With the architectural developments in 3D stacks and memories,
there is bound to be a shift toward verification of multi-die 3D ICs. New validation techniques may
be needed to address the issues unique to this technology. One such idea could be the development
of a reusable verification environment where each die can be separately tested in a stack of dies
without simultaneously operating all the dies in a stack.

Aspect Oriented Programming (AOP) is another new dimension that can make use of reusable
verification environment (Kiczales and Hilsdale 2001). AOP focuses on verifying the cross-cutting
concerns or aspects in a design. Using AOP, it is easy to modify the verification environment
whenever a new component is added to the chip (Regimbal et al. 2003). Hence, this paradigm can
be adopted for developing validation platforms (Aljasser and Schachte 2009).

In addition to this, application-specific validation is emerging for new architectures. In this
context, validation is focused toward testing the design for a specific application by predicting all
possible usage scenarios and stress testing the application on the new design. With many new
applications being developed, this is a fertile field for new research.

Thus there are many new challenges and many new directions that need to be explored.

11 CONCLUSION

The goal of this survey has been the understanding of the state of the art in the functional val-
idation of multicore designs. To this end, we have presented various approaches that have been
proposed in the last decade using hardware, software, and formal methods. We find that there are
many techniques in all these directions that now focus on the uncore components, in addition to
the core components. We believe that this trend is likely to continue with multicore giving way
to many-core architectures. Also, we intuitively identify certain trends that are likely to lay the
road for the near future. Verification in parallel is promising to be the prime focus for multicore
architectures. For multicore verification, decoupled execution would play a vital role as separate
streams can be verified in a parallel manner. With on-line testing, scalability issues are inclined to
get attention with an increase in core count. Big data predictive analytics and machine-learning
techniques are other areas that are likely to see further growth. With this and a set of new possi-
bilities, research in post-silicon validation promises to be exciting and challenging.
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