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Sending data to the cloud for analysis was a prominent trend during the past decades, driving cloud computing

as a dominant computing paradigm. However, the dramatically increasing number of devices and data traffic

in the Internet-of-Things (IoT) era are posing significant burdens on the capacity-limited Internet and uncon-

trollable service delay. It becomes difficult to meet the delay-sensitive and context-aware service requirements

of IoT applications by using cloud computing alone. Facing these challenges, computing paradigms are shift-

ing from the centralized cloud computing to distributed edge computing. Several new computing paradigms,

including Transparent Computing, Mobile Edge Computing, Fog Computing, and Cloudlet, have emerged to

leverage the distributed resources at network edge to provide timely and context-aware services. By inte-

grating end devices, edge servers, and cloud, they form a hierarchical IoT architecture, i.e., End-Edge-Cloud

orchestrated architecture to improve the performance of IoT systems. This article presents a comprehensive

survey of these emerging computing paradigms from the perspective of end-edge-cloud orchestration. Specif-

ically, we first introduce and compare the architectures and characteristics of different computing paradigms.

Then, a comprehensive survey is presented to discuss state-of-the-art research in terms of computation of-

floading, caching, security, and privacy. Finally, some potential research directions are envisioned for fostering

continuous research efforts.
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1 INTRODUCTION

In the past few decades, the development of Internet and wireless communication technologies has
provided a very convenient channel for information exchange in people’s daily life. By 2019, the
number of global mobile terminals increases exponentially to about 2.8 billion. Especially with the
advance of artificial intelligence and intelligent science, the number of intelligent lightweight de-
vices has increased exponentially, and the interconnection of all things has become the main trend
of the development of wireless communication networks and the Internet [125]. It also implies the
coming of the era of Internet of Things (IoT) with a large number of sensors, actuators, and mobile
devices deployed at the network edge. A report from Cisco shows that the monthly global mobile
data traffic will be 49 exabytes by 2021 with a compound annual growth rate of 47% from 2016 to
2021 [7]. A considerable part of the computing tasks generated by these devices, such as virtual
reality, augmented reality, and industrial control, require timely and context-aware processing.
As a result, processing massive data traffic is a key feature of the future Internet and wireless
communication systems. Furthermore, high data rate and low delivery latency become two key
performance indices of the future Internet and wireless communication networks. It implies that
powerful computation devices need to process massive data traffic, and high data rate transmission
links are also necessary to transfer the data traffic for the Internet and wireless communication
networks, respectively.

From the perspective of wireless communication systems, ultra-dense networks, massive
multiple-input multiple-output (MIMO), and high-frequency communications have been regarded
as promising ways to meet the growing demands of future wireless communications, such as
5G wireless systems. Compared to 4G, 5G is envisioned to receive a 1,000× capacity increase by
leveraging these technologies. Besides the dramatic capacity enhancement, it is also anticipated to
achieve significant improvement in data transmission rate, network reliability, spectral and energy
efficiency, and so on [133]. It also implies that the future wireless communication technologies de-
signed in 5G systems provide powerful capabilities to convey the data traffic generated by various
communication devices.

However, in the past few decades, various computing architectures and paradigms are designed
to provide powerful capabilities of processing data traffics from the view point of the Internet.
Since the advent of the first computer, ENIAC, the development of the computer, the Internet, and
information technologies has brought people into an era of information explosion. To further meet
the various requirements of the information society, there is a need for revolutionary changes in
computer networks, computing modes, storage modes, and application modes. The development
of computing modes has gone through the stages of single computer computing, cluster comput-
ing, network computing, and cloud computing. The appearance of cluster computing is to address
the shortcoming of single computer computing, which cannot process gigantic computing data
services. More flexible network computing is developed to increase the business processing ca-
pabilities of cluster computing in terms of heterogeneity, dynamics, distribution, and scalability.
Although network computing can provide considerable computation power to process data, it still
cannot satisfy the ever-increasing demands caused by the exponentially growing mobile devices
and data traffic.

Cloud computing with centralized computing and storage resources, which has been regarded
as the second generation of network computing and considered as one of the most promising
technologies in 21th century, provides powerful capabilities of computation and storage to ad-
dress the computing challenges. In particular, cloud computing can provide elastic services and
data-intensive analysis for end-users over a wide area network (WAN). Therefore, users can
be empowered with seemingly unlimited resources without building new computing infrastruc-
tures. The global revenue brought by cloud computing is forecasted by Gartner to grow from
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$209.2 billions to $246.8 billions [8]. With the remarkable economic benefits of cloud computing,
it is likely to stay firmly on the computing landscape [129]. However, although the centralization
of computing resource in cloud facilitates resource management and maintenance, there are dif-
fculties for cloud computing to satisfy the service demands of the new trend of delay-sensitive
applications in the IoT era. The first issue is the unacceptable WAN latency, which is unlikely to
be improved in the foreseeable future, since the design objective of WAN mainly focuses on im-
proving the efficiency of bandwidth and links [130]. The second issue is that the traffic capacity of
WAN will be significantly challenged by the dramatically increasing amount of data generated by
IoT devices. For example, in an airport surveillance application, several thousand video cameras
are deployed for security purposes, each of which produces data at 12 Mbps [10]. To analyze solely
video data at the central cloud server, hundreds of Gbps bandwidth is required to collect the video
data, which far exceeds the traffic capacity of current WANs. Last, cloud computing has intrin-
sic disadvantages of supporting context-aware computing for IoT applications, since it works in a
remote and centralized computing way.

To address these issues, several new network computing paradigms have emerged to offer com-
puting resources in the proximity of end-users. In such a way, delay-sensitive and context-aware
services can be offered without the involvement of WAN [90]. Emerging network computing
paradigms, including transparent computing (TC), fog computing (Fog), mobile edge computing
(MEC), and cloudlet, have attracted extensive attention in industry and academia. These paradigms
employ small-scale edge servers with limited computation resources to timely serve end-users at
the network edge. The edge servers can either be temporary devices such as smart phones, laptops,
advanced routers, and micro servers, and so on, and also can be some nearby infrastructures. Fog,
MEC, and cloudlet can be deemed as extending cloud services to the network edge, since they ex-
ploit the similar computation offloading and storage management schemes. However, in the vision
of TC, computing and storage are separated into end-devices and remote servers [176]. Specifi-
cally, TC encourages end-devices and their nearby devices to undertake the computing tasks and
fetch the software and data from remote servers. As a result, the computing capabilities of modern
devices can be fully exploited. It is notable that all the above-mentioned computing paradigms
emphasize serving end-users at the edge and to serve the delay-sensitive applications in the IoT
context.

Motivated by the advances of the emerging computing paradigms, we are likely to see a hi-
erarchical computing architecture that can revolutionize the current cloud computing architec-
ture [50]. It consists of large-scale central servers, numerous edge servers deployed at the network
edge, and a huge number of distributed end devices. Instead of considering them as separated parts,
most applications require all of them to be well orchestrated for providing reliable services over
different temporal and spatial scales. For example, in airport surveillance applications, the edge
servers can analyse and filter the video streams before uploading the whole batch to the central
server, which can significantly decrease the traffic flow over the WAN and relieve the burden on
the central server without performance loss. Furthermore, considering a scenario where an end-
user requests some content of interest from an edge server offering caching services, the central
server can work as a complementary to the edge servers with limited storage capacity.

Several works survey cloud computing or edge computing from different perspectives. In Ref-
erence [68], the authors discuss the architecture and performance optimization approaches in mo-
bile cloud computing, which employs centralized cloud servers to offer computation offloading
and storage for mobile users through WAN. Reference [174] surveys the computing techniques
for big data analytics, including cloud computing, TC, and fog computing. It is believed that ana-
lyzing data at the network edge, rather than the central cloud server, may be a better solution in
an IoT context, due to the constrained bandwidth of WAN and the context-aware requirement. In
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Reference [113], the authors discuss the existing works on computation task offloading in an edge
computing paradigm, mainly focusing on the tradeoff between energy consumption and delay.
Reference [150] surveys the works of caching strategies in the context of radio access networks
(RANs) enhanced by edge computing.

Although the above-mentioned surveys are inspiring, none of them pay specific attention to
research issues in the hierarchical computing architecture, which provides great benefits offered
by the orchestration of end devices, the edge, and the cloud. The scope of this survey covers a
comparison of different network computing paradigms and different research issues, including
computation offloading, caching, security, and privacy under the hierarchical computing archi-
tecture. The remainder of this survey is organized as follows. Section 2 introduces and compares
the emerging computing paradigms. Section 3 reviews the research of computation offloading in
the emerging computing paradigm. Caching strategies and security and privacy protection mech-
anisms are summarized in Sections 4 and 5, respectively. Section 6 outlines some potential future
directions in this emerging filed of study, followed by a conclusion, given in Section 7.

2 EMERGING COMPUTING PARADIGMS AND EVALUATION CRITERIONS

In the past few years, to address massive data computation, various computing paradigms have
been proposed to provide timely and resource-efficient services. In this section, we introduce the
computing paradigms emerging in recent years, including transparent computing (referred to as
TC, hereafter), fog computing (referred to as Fog), mobile edge computing (MEC), and cloudlet.
Although they face some common issues to deal with the huge amount of computing and storage
tasks generated by heterogeneous devices, such as the management of computing and storage re-
sources and networking, they also exhibit different characteristics due to various original driving
forces, such as persuasive computing for TC and IoT applications for Fog computing. For instance,
all these computing paradigms need to mask the heterogeneity of various devices to ease the re-
source management. To this end, TC adopts the operating system–(OS) level solution, e.g., Meta
OS [178], while the other three paradigms focus on virtualization and containerization solutions.

2.1 Transparent Computing

Transparent computing was proposed to decouple the software, including operating systems
(OSes), from the heterogeneous hardware of IoT devices [172]. It masks the details of service provi-
sioning and serves the users in a totally “transparent” way [123]. To this end, TC enables devices to
choose services on demand via networks, without considering the details of service provisioning,
such as the upgrade and management of softwares. Generally speaking, TC can be characterized
by the following properties:

(1) Working in a client-server mode, TC logically integrates the devices distributed across
the network as one system. The system intelligently provides services according to the
capabilities of devices and the conditions of the networks. The server side is in charge of
the centralized resource management for the network-connected clients to provide elastic
services.

(2) To logically split the software from the hardware of heterogeneous client devices, TC
develops an on-demand service loading and execution architecture, empowering the client
devices with the capability of dynamically executing cross-platform services from remote
servers via high-speed networks.

(3) To fully use the computation resources residing in the client devices, TC enables client
devices to fetch remote services from the server side on-demand and execute them locally
in a block-streaming way. Block-streaming execution means that when users request a
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Fig. 1. An illustration of the TC architecture.

Fig. 2. An illustration of TC-based IoT system.

specific service, only the necessary part of codes related to the service, rather than the
whole software, will be loaded and executed on client devices. Consequently, the energy
efficiency and delay of service provisioning can be significantly improved.

We describe a typical implementation of TC in Figure 1. It extends the classical von Neumann
architecture in both spatial and temporal domains. In the architecture of TC, a single computer
is extended to network-connected computers/devices. As shown in Figure 1, the servers store the
system/service software that can be dynamically loaded to client devices for execution via the Meta
OS platform. Built on an underlying OS, the Meta OS is designed to shield the heterogeneity of
hardwares and unifies the interfaces to upper layers. In such a way, various commodity OSes and
applications can be initialized and managed by the Meta OS platform. The Just-In-Time Computing
layer is designed to enable the client devices to load the instructions of the demanded programs
and user data from servers through block-streaming. After remote loading, the client devices can
perform the computation with the local resources of client devices in a timely manner. Under
this architecture, the storage of the client device is extended to other network-connected devices
(or servers), and the I/O interrupts are redirected from the system bus of the local device to the
network [173].

Recently, the advantages of TC have been further recognized in the IoT era, which urges a well-
designed solution to manage the huge amount of software for highly heterogeneous hardware
infrastructures, ranging from high-end servers, laptops, and smart phones to low-end sensors. Ren
et al. [123] propose a scalable TC-based IoT architecture, as shown in Figure 2, to provision flexible
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Fig. 3. A typical BaaS architecture.

and timely services at the edge of the network. In their proposed architecture, nearby edge servers
act as the TC server to store some frequently used Apps and data and achieve timely response for
the service requests of IoT devices, while the cloud acts as the storage and management center
to provide centralized control for the whole system. A LiteTCOS is developed as the MetaOS for
IoT devices and is responsible for commodity OS loading and block-streaming service execution.
Moreover, He et al. [67] propose a new service model based on TC, named Block-stream, as a
Service (BaaS) to achieve ambient service computing for IoT devices. They present a clear BaaS
architecture, as shown in Figure 3, where any kind of software, including OS, libraries, middleware,
and Apps, is divided into a set of code blocks. When the server receives a service request, part of
the code blocks will be dynamically provisioned to IoT devices for timely and efficient response.

2.2 Mobile Edge Computing

MEC is initiated by the European Telecommunication Standards Institute to enable cloud com-
puting services in proximity of the mobile subscribers [9, 27, 96]. By deploying MEC servers at
the macro or micro base stations, MEC can improve the user experience by processing the user
request at the network edge with reduced latency and location-awareness, as well as alleviate the
load over the core network, as shown in Figure 4 [12]. Together with network function visualiza-
tion and software-defined network, MEC has been deemed as a key enabling technology toward
the 5G era [70, 167].

To stimulate the seamless involvements of vendors, service providers, and third-party players on
MEC, an industry standardization group has been established in ETSI to develop specifications for a
standardized and open MEC environment. The members of ETSI MEC ISG include Huawei, Intel,
Nokia, Vodafone, NTT DOCOMO, and so on. The first introductory technical white paper was
published in 2014 to specify the concept of MEC and the reference architecture of MEC platform
[1]. Furthermore, it also discusses the key enabling techniques and challenges in MEC. During
2015 to early 2017, the group has documented several specifications of MEC, ranging from the
terminology, service scenarios to technical requirements in MECs [2, 4, 5, 9]. Although the group
claims that MEC mainly focuses on the integration of cloud computing technology into cellular
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Fig. 4. Architecture of mobile edge computing.

networks in the early age, the name of MEC is now changed to multi-access edge computing,
which can reflect the growing interests from non-cellular operators [3].

In recent years, numerous solutions have been proposed by both academia and industry to en-
hance the performance of MEC, such as modeling, multiuser resource allocation, and system im-
plementation, and so on. Several surveys have focused on the progress of MEC from different
perspectives [12]. Some real-time MEC application scenarios are discussed in References [12, 96,
113, 139, 150]. They also discuss the taxonomy of MEC from different viewpoints, such as the
characteristics, actors, access technologies, applications, key enablers, and so on. A survey on the
fundamental key enabling technologies of MEC is presented in Reference [139]. It discusses MEC
orchestration by taking both system performance and MEC platforms into consideration, shed-
ding light on the different orchestration deployments. In addition, the authors also introduce the
architectures and typical deployment scenarios of MEC. The authors of Reference [96] survey the
state-of-the-art MEC studies, focusing on the joint management of communication and computa-
tion resources. The survey in Reference [113] discusses the key use case in MEC, i.e., computation
offloading. The authors of Reference [150] survey the key enablers of MEC, including cloud com-
puting, SDN/NFV, and smart devices. Besides, they also discuss some key technologies in mobile
edge networks, covering cloud technology, and SDN/NFV, as well as smart devices.

2.3 Fog Computing

The Fog computing paradigm was first coined by Cisco in 2012 [22]. In some sense, fog computing
is similar with the concept of MEC. However, it is also a novel network computing architecture
that provides the capabilities of computing at the network edge [27]. Fog computing is originally
proposed for the context of IoTs, which demands location awareness and timely response in addi-
tion to wireless access and mobility support. In addition, fog computing uses an n-tier architecture
to offer more flexible services, which highlights that all the network devices along the data rout-
ing path can provide data computing and storage services for end devices. As shown in Figure 5,
a fog tier is physically placed between the cloud and the IoT devices to enable compute, storage,
and networking resources pooling. The fog tier consists a large number of heterogeneous nano
servers, ranging from dedicated devices such as edge routers, set-up boxes, and temporary devices
such as smart phones, high-end sensors, and vehicles [21].
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Fig. 5. Architecture of fog computing.

Typical application scenarios of fog computing are the ones that require both real-time control to
improve the instantaneous system performance and long-term batch data analytics to gain insights
for business strategy adjustment, which calls for the interplay between fog servers and the cloud
server. Real-time control demands the densely distributed fog servers to reduce service latency, and
the batch data analytics naturally falls into the expertise of cloud servers with massive computing
and storage resources. To promote the development of fog computing, the Openfog Consortium
was founded in 2015 by the leading companies in the IT industry, including Cisco, Intel, Microsoft,
Princeton University, Dell, ARM, and so on. Numerous use cases of fog computing can be found
in Reference [21], ranging from smart traffic lightweight system to wind farms and smart grid.

Much of the literature has surveyed the research issues of fog computing with different points
of focus [27, 144]. Vaquero and Rodero-Merino [144] overview the enabling technologies and fu-
ture development of fog computing. The survey in Reference [161] overviews the fog computing
definition and some typical application scenarios, as well as clearly presents the challenges in fog
computing system design and implementation. The authors of Reference [160] claim that fog com-
puting is expected to be a natural platform for many promising and challenging IoT scenarios. The
authors of Reference [47] describe the advantages of fog computing for IoT and introduce various
application scenarios that are suitable for fog computing. The authors of Reference [104] put for-
ward 10 questions and give out the corresponding answer to demonstrate the advantages of fog
computing compared with the other existing computing paradigms. More recently, the authors of
Reference [27] propose a concise set of evaluation criteria in fog computing.

2.4 Cloudlet

The concept of cloudlet was first proposed in 2009 by a research team from Carnegie Mellon Uni-
versity [130]. The term “cloudlet” refers to micro data centers that are placed in the proximity
of mobile users, e.g., in a coffee shop or a classroom. The key motivation behind a cloudlet is
to boost the interactive performance of mobile applications, especially the ones with stringent

ACM Computing Surveys, Vol. 52, No. 6, Article 125. Publication date: October 2019.



A Survey on End-Edge-Cloud Orchestrated Network Computing Paradigms 125:9

Fig. 6. Architecture of cloudlet-based computing [131].

requirements on end-to-end latency and jitter. Such applications demand that the responding de-
lay is in the order of milliseconds, which is unlikely to happen through the Internet. To fill this gap,
the proximity of cloudlets enables the servers to provide highly responsive cloud services to mo-
bile users and hence complement the three-tier cloud hierarchy, i.e., mobile users-cloudlet-cloud,
as shown in Figure 6. In addition to provide timely service, this hierarchy enforces the privacy of
its owners by denaturing the private data before releasing them to the cloud [131]. Several typ-
ical use cases of cloudlets have been identified, such as assisted driving support, sports training
assistants, and so on.

After the invention of the cloudlet, the research group in CMU has published a series of works
mainly focusing on two subjects, i.e., identifying the valuable applications for cloudlet [129] and
designing virtual machines to support user mobility [66]. In Reference [129], the authors state
that real-time cognitive assistance, e.g., face and speech recognition, can be the “killer app” for
the cloudlet, which demands timely response to unobtrusively guide users’ attention. Based on an
open source ecosystem for cloud computing called OpenStack, Reference [66] proposes the design
of a VM overlay to enable cloudlet discovery and hand-off in the mobile context, while minimizing
data exchange among cloudlets. Due to the potential business opportunities brought by cloudlets,
CMU and several leading industrial companies, including Intel, Nokia, Crown Castle, Vodafone,
and Deutsche Telekom, formed the open edge computing initiative [108], aiming at developing
key technologies surrounding cloudlets and conducting user acceptance testing.

Instead of deploying dedicated computing facilities in the proximity of users, several existing
works utilize the idle computing resources of mobile devices to perform computing services, which
is termed “Ad hoc cloudlet” [36]. In an ad hoc cloudlet, the mobile devices connect with each
other through short-range radio communication technologies to perform data analytics for IoT
devices with limited computing capabilities, such as sensors for RFIDs. Although utilizing the idle
resources of mobile devices requires minimum efforts on facility deployment and maintenance,
the mobility and dynamic local load of mobile devices impose significant challenges to enable
efficient computing and service provisioning in an ad hoc cloudlet. To address this issue, some
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Table 1. Similarities and Differences Comparison of Various Computing Paradigms

Paradigms Location for Computing Virtualization Research Focuses
TC End devices and nearby

devices
MetaOS Cross-platform and on-demand

service provisioning, and so on
MEC Base stations and

nearby devices
VM and container Uplink computation offloading

downlink caching, and so on
Fog Devices along the

routing path
VM and container Uplink computation offloading,

downlink caching, and so on
Cloudlet Nearby cloudlets VM Computation offloading, VM

management, and so on
Cloud Central Cloud VM Workflow scheduling, VM

management, and so on

works design stochastic optimization approaches to improve the adaptability of ad hoc cloudlets
to system dynamics [119].

2.5 Discussion of the Similarities and Differences

The common features of the aforementioned emerging computing paradigms are to reduce the
complexity and cost of hardware implementation, to reduce the latency, as well as to improve the
quality-of-experience and network efficiency. However, there are some subtle differences that need
to be clarified, as illustrated in Table 1.

First, the motivation of the TC paradigm is to address the heterogeneities of various end-users
in IoT networks and support different OS and cross-platform application software. Thus, the com-
plexity and cost of hardware implementation are reduced and the compatibility of applications are
enhanced. On the contrary, the motivation of the introduction of fog, MEC, and cloudlet paradigms
is to process data at the proximity of end devices to reduce the response delay and improve user ex-
perience and network efficiency. Note that cloudlets mainly use virtual machine for virtualization,
while MEC and fog consider containers.

Second, for the TC paradigm that emphasizes providing service-oriented computing solutions,
the computation is executed at the end-users/edge-nodes via acquiring the OS and application
software from the edge/cloud server. Moreover, by block-streaming service execution method,
lightweight terminals can only execute the necessary codes rather than the whole program of an
application to enhance the energy efficiency of service computing. For Fog, MEC, and cloudlet
paradigms, in general, end devices and edge servers all install OS and specified application soft-
ware. Edge servers can provide timely data processing to the service requests of end devices, while
end devices can improve their energy efficiency by offloading some computation-intensives tasks
to the edge servers or the cloud server.

Third, from the perspective of security, these computing paradigms have different research fo-
cuses. TC aims at leveraging the computing capabilities of end devices and edge servers to provide
secure services for IoT devices. Security mechanisms are generally deployed at the MetaOS layer
(both of the end device side and the edge server side) to detect malware and OS-level attacks, be-
cause MetaOS works under the commodity OS and has the higher priority to directly check the
program codes running in the hardware by occasionally hanging up the upper-layer OS. But for
fog, MEC, and cloudlet paradigms, researchers mainly focus on securing the computing environ-
ment of edge servers and offloading the security burden (such as encryption and authentication)
from end devices to edge servers. Therefore, finding ways to leverage the orchestration of end
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devices, edge servers, and the cloud to design sophisticated security solutions becomes a hot re-
search trend for all the network computing paradigms [124].

2.6 Evaluation Criteria

The full benefits of the aforementioned emerging computing paradigms are leveraged on some
common performance criteria for investigating the architecture and the optimization algorithms
of these networks [27].

The first criterion (C1) is the need to support heterogeneity in resources. In emerging com-
puting paradigms, different access nodes at the edge of network and end-users exhibit strong
heterogeneity in terms of computational and storage capabilities. Therefore, one needs to take
the heterogeneity of various access nodes into account for designing the computing architecture
and optimization algorithms. For example, the edge server of transparent computing needs to
provide various OS and application software to support a variety of end-users, which generally
have different hardware configurations. To accommodate heterogeneous services over heteroge-
neous end-users, Intel provides an HTML5-based solution for achieving TC. Compared with the
previous versions, HTML 5 possesses some new features, such as rich semantic information and
multi-thread support. Although HTML5 possesses the advantages of cross-platform support and
low development costs, challenges remain due to the differences between browsers and Web se-
curity. The TC paradigm enables the implementation of browser engines at the Meta OS layer to
shield the differences between browsers [173].

The second criterion (C2) is the stringent QoS requirements in the emerging computing
paradigms. In future communication network, QoS requirements, such as low latency, high data
transmission rate, high spectrum, and energy efficiency, are the key performance indicators for
evaluating the performance of new communication and computing technologies. The key moti-
vation of introducing emerging computing paradigms is to reduce the data delivery latency while
increasing the data delivery rate [49]. For example, the delivery latency needs to be smaller than
10 ms in vehicle-to-vehicle communication or intelligent vehicular communication network, and
the transmission rate needs to be larger than Gigabits for virtual reality. Therefore, one needs
to take these requirements into consideration for the design of the network architecture and the
optimization algorithms of emerging computing paradigms.

The third criterion (C3) is the need for elastic scalability. The main goal of the emerging com-
puting paradigms is to realize low latency, high data rate, and high energy efficiency for a large
variety of end-users in IoT scenarios. The computing paradigms are expected to provide services
for millions or, even more, of end-users and applications. Accordingly, they need to have the ability
to provide an elastic on-demand service for a variety of terminals. It also means that the architec-
ture and the corresponding algorithms of the emerging computing paradigms need to have the
capabilities of adapting to the changes in network scale.

The fourth criterion (C4) is whether the computing paradigm can support mobility. For example,
in vehicular networks, the movements of vehicles significantly affect the performance of the com-
munication system. In particular, the fast changes of the channel need to be carefully considered
for emerging computing applications.

The fifth criterion (C5) is the need of federation and interoperability. In the emerging comput-
ing paradigms, the edge servers have geographically distributed deployment on a wide scale and
are provided by different owners. The cooperation among different providers can facilitate the
usage of various services and improve the experience of end-users. To this end, it calls for well-
designed data and control interfaces that can enable interoperability at different levels of providers
and architecture. For example, in a TC paradigm, Meta OS is responsible to manage hardware and

ACM Computing Surveys, Vol. 52, No. 6, Article 125. Publication date: October 2019.



125:12 J. Ren et al.

software resources, including OS and various application software (Apps), and to provide comput-
ing services for users securely and reliably [172].

3 COMPUTATION OFFLOADING FOR EMERGING COMPUTING PARADIGMS

To liberate mobile devices from the limited computation capabilities and energy supply, both in-
dustry and academia take computation offloading as a promising solution to efficiently harmo-
nize the computing resources in the end-edge-cloud orchestrated computing paradigms [168]. The
resource-limited end devices, such as mobile phones, can offload the compute-intensive tasks to
the powerful facilities to either the edge servers or remote cloud servers to converse energy con-
sumption and reduce the response time. In the following, we divide the existing literature into
three categorizes according to their objectives, i.e., minimizing energy consumption, minimizing
delay, and jointly optimizing energy consumption and delay.

3.1 Minimizing Energy Consumption

Research reports have shown that information and communication technology (ICT) sector is re-
sponsible for 0.75 million tons of CO2 gas emissions for 1 TWh of energy consumption. Moti-
vated by this observation, energy-efficient computation offloading has attracted extensive atten-
tion. Considering the energy consumption caused by both code compilation and execution, Chen
et al. design an offloading scheme to strike the balance between computation and communication
in Reference [33]. A partial offloading scheme is proposed to conserve energy of each MD for con-
text interactive applications, taking into account the social relationships between users [25]. In
Reference [46], the authors present an energy-aware offloading approach to enable fine-grained
code offloading while bringing minimal burden on the programmers. This work determines the
decision of computation offloading at runtime. The above surveyed works focus on offloading to a
single cloud server. In Reference [107], the authors propose an energy-efficient multisite offload-
ing approach, in which the partitioned applications can be executed by either the MDs or several
servers. The application is modeled as a weight object relation graph, in which a edge weight rep-
resents the communication energy cost, and a node weight indicates computation energy cost.
The objective is to optimize the energy consumption. In Reference [24], the authors provide a
strategy to reduce the overall energy consumption without sacrificing the network performance.
In Reference [153], the authors involve a small cell cloud manager into the edge computing ar-
chitecture that manages the computing-related activities of the femto-cloud. The authors jointly
optimize the allocation of communication and computation resources based on partial offloading.
Moreover, dynamic voltage scaling technology is used to adjust the computational speed of MDs
to reduce energy cost or reduce execution time.

Numerous works take the dynamics in wireless connections between MDs and servers, and the
available computation resources in servers into consideration. In Reference [54], the authors pro-
pose an offloading decision framework to choose an optimal resource provider, such as a local MD,
a cloudlet, or the remote cloud. The framework consists of a profiler, context manager, offloading
decision maker, execution planner, and distributed service execution engine. The profiler analyses
the characteristics of the operations and resource consumption profiles, based on the context in-
formation gathered by the context manager. The execution planner studies possible computation
policies based on data locations and context information, while the decision maker chooses the
optimal scheduling policy and resource provider. Reference [35] finds the optimal service mode by
the cooperation among cloudlets and remote cloud. It takes the mobility of cloudlets into account
in the cooperative service provisioning. For example, co-located clouds-based service can provide
fine-grained mobility support at the cost of potential lower computing capability in comparison to
the powerful remote cloud. The authors schedule the computation offloading in an opportunistic
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way to enable high mobility while minimizing cost. Different from traditional service modes of re-
mote cloud and cloudlets, the proposed method can achieve a flexible tradeoff between energy cost
and mobility support. The optimal option of task schedule is to minimize energy cost. Differently
from Reference [35], Reference [54] organizes MDs into clusters to provide cloudlike services.

In Reference [26], the authors consider mobile computing offloading for heterogeneous net-
works. This article supposes that there are multiple offloadable components in one application,
each of which has different size and computation complexity. To conserve the energy of the MD
under a given delay constraint, it presents a combinatorial optimization algorithm to make offload-
ing decisions. The delay includes both communication delay and execution delay. The optimal al-
gorithm can get around 43% energy savings. In Reference [48], the authors consider the scenario
where small cells that equipped with computing and storage resources connect MDs through a
high-rate wireless channel. Mobile applications can be partitioned into several components and
some of these components can be offloaded to the small cells. Differently from Reference [26], when
making the offloading decision, the authors take the dependency relationship among components
into consideration and formulate it as a generic graph. Then, they propose to minimize the energy
cost of MDs with a strict delay requirement, including communication delay and execution delay.
In Reference [169], the authors consider 5G heterogeneous networks, including a set of MDs and a
macro base station built-in with an edge server. They present a multi-user computation offloading
framework to minimize the system energy cost with the delay constraints by jointly optimizing the
offloading decision and the radio resource. Reference [65] investigates the computation offload-
ing in a three-level hierarchy, in which the MDs are connected to edge servers through wireless
links, and the edge servers connect with the cloud server by optical fibers. To minimize the energy
consumption of MDs while maintaining the delay under a threshold, the authors propose both a
centralized optimization scheme and a distributed offloading scheme based on game theory.

In addition, adaptive power control and renewable energy exploitation are powerful methods
to conserve energy consumption. In Reference [93], the authors propose a distributed power con-
trol algorithm by fine-tuning transmission power for the small cell base stations. Consequently, it
efficiently improves the delivery ratio to end users within required delay. In Reference [97], the au-
thors consider a MEC system consisting of a MD equipped with an energy harvesting component
and a MEC server. The energy cost minimization problem, which incorporates both the execu-
tion delay and offloading failure, is formulated as a high-dimensional Markov decision problem.
An online Lyapunov optimization algorithm is proposed to jointly decides the CPU frequencies,
the transmit power, and the offloading decision for computation offloading. The simulation results
demonstrate that the proposed algorithm can significantly improve the performance in terms of
energy consumption and effectively decreases offloading failure. In Reference [40], the authors
consider a three-layer computing architecture, consisting of one MD, one edge server at the edge,
and one remote cloud server. The edge server decides whether to process the tasks or further of-
fload it to remote clouds, with the objective to minimize the weighted sum of energy consumption
and delay. To address this problem, an efficient heuristic algorithm are proposed by using semi-
definite relaxation and a randomization mapping approach. Simulation results illustrate that the
proposed approach enables substantial improvements via using a computing access point between
the remote cloud and the MD.

References [97, 165] consider the cases where the MDs can be powered by energy harvested
from the ambient energy sources to further prolong their lifetime. In Reference [97], Mao et al.
schedule an energy harvesting–(EH) powered MD to offload its task to a proximate edge server.
Both the CPU speed and transmission power are optimized to minimize the long-term cost that
combines the execution delay and the penalty caused by task dropping. In addition to EH-powered
MDs, Zhang et al. [165] consider that the execution of a task may exceed one time slot, which leads
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to the coupling of task processing across slots. To address this issue, Reference [165] divides the
original tasks into smaller subtasks that can be processed in each time slot.

3.2 Minimizing Delay

One of the main targets of end-edge-cloud orchestrated computing paradigms is to reduce the
service delay. In Reference [44], the authors present an approach to optimize the total execution
time of an application composed of multiple modules. This work introduces a dynamic applica-
tion partitioning mechanism between the user equipment and the cloud. In Reference [59], the
authors model the execution of applications as graphs and determine the optimal distribution of
the application between servers and MDs. First, they abstract the behavior of application modules
as a dataflow graph. Each module offers a set of services and connects with each other. By offline
profiling, the dependencies among modules are characterized by their resource cost and hence can
provide some a priori knowledge for optimization. Second, a partitioning algorithm is performed
to minimize the interaction delay. In Reference [159], the authors investigate multi-user applica-
tion partitioning problem and further consider how to partition jointly computations of multiple
users. Instead of minimizing the service completion time for each user, the work aims to minimize
mean completion time for all users.

In Reference [86], the authors consider the computation offloading problem in an MEC system
comprising an MD and an MEC server. The authors find that the execution time of most mobile
applications is in the range of tens of milliseconds, while the typical duration value of a channel
block is a few milliseconds. It implies that the application execution process may be across many
channel blocks, transforming the computation offloading problem as a two-timescale stochastic
optimization problem. Specifically, the offloading decision is made in the large timescale, and the
transmission policy is made in small timescale by taking the instantaneous wireless channel condi-
tions into consideration. Based on such insights, the work analyses the average delay of each task
and proposes an efficient algorithm to minimize the offloading delay. To minimize the mean delay
of general traffic flows in the LTE downlink, in Reference [57], the authors introduce a mobile edge
scheduler for MEC paradigm. It is deployed closely to the eNodeB and implemented with a channel-
aware and flow-aware scheduling policy. By accommodating the transmissions to the available
channel quality of MDs, it can minimize the mean delay for the complete set of traffic flows.

Due to several stochastic factors, such as the changing wireless connections, fluctuation of trans-
mission bandwidth, and user mobility, data transmission between the mobile user and the cloud
is highly unreliable. In Reference [134], the authors demonstrate that the “bad” connectivity con-
sumes a lot of energy at MDs. To cope with this problem, they propose a Lyapunov optimization to
optimize response delay, only requiring prior system knowledge. It adaptively utilizes the duration
of good connectivity to prefetch frequently used data while deferring delay-insensitive data in bad
communication status. Generally, users have different service delay and energy consumption re-
quirements for various applications. In Reference [152], the authors design an optimization method
to minimize the weighted sum of energy consumption and the computation delay. The proposed
method consists of two steps. First, they determine whether it should be offloaded or not. Sec-
ond, it should be offloaded to a particular server. Reference [88] leverages the social relationships
between MDs to design a Nash equilibrium-based solution. The objective of Reference [88] is to
minimize the social group execution cost, which is defined as the sum of the execution delay and
the punishment caused by task dropping. Reference [82] designs a deep reinforcement learning–
(DRL) based algorithm to deal with the instability in a device-to-device offloading scenario. The
DRL-based algorithm takes the length of task queues at MDs and edge servers, and their distances
as the input, and outputs the computation offloading decisions to the user utility obtained by task
execution, while maintaining the energy consumption and delay under given thresholds.
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The aforementioned works focus on how to offload the application workloads from MDs to
edge clouds. However, how to select an optimal edge site in the edge network to undertake the
workloads is also critical to optimize the response delay of mobile applications. For example, users
may conglomerate close to a single cloudlet but far away from another. However, this situation
makes an overloading usage of the first cloudlets resources, while resulting in a wasted capacity of
the second. For this scenario, in Reference [127], the authors propose an approach for minimizing
offloading delay with two cloudlet servers. The article improves not only the computation delay
by VM migration but also the communication delay by transmission power control. In Reference
[138], the authors further explore this problem and considered the scenario that MDs offload their
application to geographically distributed cloudlets. To achieve a minimization of the average re-
sponse time, they propose a delay-aware task offloading strategy to allocate MDs’ computation
tasks into optimal cloudlets. The cost is both considered the network delay and the cloudlet delay.

The remote cloud can cooperate with the edge to achieve better delay performance. In Reference
[29], the authors consider three types of actors consisting of MDs, a cloud edge, and a data center
cloud, to comprise a resource pool. This article exploits the Lyapunov optimization approach to
manage resource pools for improving the overall experienced delay of mobile users. Similarly to
Reference [29], in Reference [179], the authors consider a scenario with multi-users, one resource
constrained local cloud and one resource-abundant remote cloud. According to the requirements
of applications in terms of delay, the authors design a priority queue-based threshold policy to
maximize the probability of completing application in time. Numerical results demonstrate that
the quality of service is vastly improved with the cooperation of remote cloud when the task
queue of edge cloud is exceeded. In Reference [89], cloudlets can determine whether to respond
user service requests locally or offload them to the remote cloud. The authors propose a multi-
resource allocation strategy to improve the QoS. Moreover, to maximize the long-term reward
under service delay requirements, they formulate a semi-Markov decision process problem and
address it by linear programming.

Usually, increasing workload leads to an increasing delay. To reduce the delay, the user may
eventually increase the transmission rate at the expensive of increasing radiated power. Accord-
ingly, the system workload needs to make an endeavour on the tradeoff between the delay and the
energy consumption. In Reference [105], the authors consider a system with multiple users served
by a small cell node with computational capabilities, and partial instructions of an application can
be offloaded to the small cell node. The authors investigate the delay and energy consumption
tradeoff through adjusting uplink data transmission rates. Their simulation results demonstrate
that, for a given energy cost, the delay increases with increasing number of users. As a result,
the uplink rate should be increased to achieve certain quality-of-experience by sacrificing energy
efficiency. Reference [98] considers the joint optimization of delay and energy consumption dur-
ing the computation process in a multiuser scenario. An online algorithm is designed to decide
whether local execution or computation offloading, with respect to the constraints on task buffer
stability. The proposed algorithm determines the optimal CPU frequencies of MDs in each time
slot and the optimal transmission power and bandwidth using the Gauss-Seidel method.

3.3 Joint Optimization of Energy Consumption and Delay

To improve the performance of service provisioning in the end-edge-cloud orchestrated comput-
ing paradigms, some literature investigates computation offloading by taking both the energy con-
sumption and delay into consideration. In Reference [84], the authors propose a task scheduling
algorithm that jointly schedules the cloud resources and wireless channels to minimize the en-
ergy consumption with constraints on completion time. Lin et al. describe an application as a
directed acyclic graph, in which a node and an edge represent a task and the execution sequence,

ACM Computing Surveys, Vol. 52, No. 6, Article 125. Publication date: October 2019.



125:16 J. Ren et al.

respectively. In Reference [171], the authors partition an application into a sequence of tasks, aim-
ing to optimize the energy consumption of the MD under a execution deadline constraint. They
further study collaborative execution between the MD and the cloud by formulating the execu-
tion process as a constrained shortest path problem. In Reference [94], the authors minimize the
energy consumption of MDs under the constraints of execution delay and component precedence
ordering. They design a wireless connection-aware offloading algorithm for multi-component ap-
plications to decide the offloaded components of the application.

In Reference [180], the authors consider the scenario consisting of multiple femtoclouds with
computation and storage capabilities and MDs, each of which has one task to execute. The ap-
plication can be partitioned into two parts, in which one part is executed locally and the other
is executed at the edge. Targeting at minimizing the overall energy cost of MDs under delay con-
straints, this work jointly optimizes the allocation of radio and computational resources. Typically,
the proposed approach can reduce 40% average total energy when compared to the no-offloading
solution, and the time complexity of the proposed approach is only O (K ). In References [162,
163], the authors also consider a multiuser system that consists multiple single-antenna MDs and
a single-antenna base station. The computation offloading problem is formulated as a convex opti-
mization problem to minimize the weighted sum of multiusers’ energy consumption under delay
constraints.

In Reference [85], the authors define a customizable cost model, which enables users to adjust
the weight of delay and energy in the optimization problem. In Reference [43], the authors parti-
tion and offload applications at runtime to optimize the delay and energy consumption. Similarly
to Reference [43], Reference [80] proposes a framework called ThinkAir, which utilize the smart-
phone virtualization technique to facilitate the application mitigation from smart phone to cloud.
Reference [20] considers the case where the MDs are powered by wireless energy transferred from
the edge servers; the authors schedule the time allocation between energy transfer and computa-
tion task offloading to maximize the computation rate, i.e., the ratio between processed data and
the processing time. To account for the the selfishness of MDs, Reference [76] designs a game
theory–based scheme to jointly optimize the energy consumption and delay of computation of-
floading. Furthermore, the authors analyze the price of anarchy of the scheme, which quantifies
the gap between the proposed scheme and the optimal solution.

Pu et al. [119] investigate energy-efficient computation task offloading among multiple MDs
through cellular and D2D links. The authors consider the stochastic task arrivals and channel con-
ditions over time and propose an online algorithm to dynamically offload the tasks to minimize
the long-term energy consumption. References [34, 99, 155] design online algorithms to strike the
balance between energy consumption and execution delay. Considering an MEC system consisting
of multiple users and edge servers, Mao et al. [99] minimize the long-term average weighted sum
power consumption of the MEC system by adjusting the radio and computation resources at both
the MDs and edge servers. Chen et al. [34] investigates the computation offloading among the edge
servers deployed at small-cell base stations. The problem formulation takes the long-term delay
cost and energy consumption of edge servers as the objective function and constraints, respec-
tively. Wu et al. [155] investigate the computation offloading in a three-level hierarchy consisting
of MDs, edge server, and a remote cloud server. Considering the different bandwidth and com-
putation resources among the three levels, the authors propose an online algorithm to minimize
the average energy consumption of MDs while ensuring the response time under a given time
constraint.

In multiuser scenarios, one critical factor that affects the performance of computation offload-
ing is the wireless access efficiency. If too many users select the same wireless channel to connect
the edge access node simultaneously, then they may suffer severe interference. Reference [41]
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investigates the computation offloading in an interference environment. First, the authors model
the offloading overhead with a tradeoff factor, which denotes the weighting parameter of com-
putational time and energy. Then, they formulate the multiuser offloading decision problem as a
game and propose to achieve the Nash equilibrium. Based on Reference [40], the authors of Refer-
ence [39] further extend the study to multi-user scenario. Different from Reference [40], this work
aims to jointly optimize communication and processing resource allocation among competing
MDs. However, References [40, 179] only consider the offloading policy from MDs to one server. In
Reference [63], the authors consider a heterogeneous multi-site offloading environment, consisting
of MDs, cloudlets, and public clouds. The cloudlets act as distributed proximal devices, such as WiFi
access points, Femtocell access points, and Macro-cell access points. These devices might be het-
erogeneous in terms of processing speed, communication delay, disconnection probability, and so
on. Public clouds are assumed to have similar transmission bandwidth and processing speed. Tasks
are offloaded to these heterogeneous clouds or cloudlets. The authors propose a multi-site com-
putation offloading algorithm to achieve an optimal offloading site for each task to minimize the
overall cost of energy consumption and execution time. It is noteworthy that fog radio access net-
work is the evolved network by equipping the RRHs with caching and signal processing facilities
to improve the spectral efficiency and reduce the delivery delay between the baseband units and
the RRHs. The work in Reference [111] optimizes the delivery phase involving both fronthaul com-
munications and wireless transmissions by considering channel precoding and cached content.

4 CACHING FOR EMERGING COMPUTING PARADIGMS

In the emerging end-edge-cloud orchestrated architecture, nodes at different levels of network
have different abilities to compute and store data files. At the same time, different caching strate-
gies have different impacts on the system performance, such as the network throughput, system
energy efficiency, delivery latency, and so on. However, the dynamic characteristics of the user be-
haviours, user demands, and network environments make the caching decision very challenging.
Consequently, the research on the cache placement, contents, and strategies has received numer-
ous attention from both academia and industry for the end-edge-cloud orchestrated architecture.

4.1 Placing Caching Units

In the end-edge-cloud orchestrated architecture, edge devices should be able to provide various
application services and cache the relevant data for computation-intensive end-users. To give full
play to the abilities of edge devices, the cache placement should be related to the capabilities and
locations of edge devices as well as the target severed [17, 30, 38, 73].

For a transparent computing paradigm, the distributed clients need to load the image of OS and
software stored on the centralized transparent severs to perform the computing task via the net-
work. A great deal of requests from distributed clients for fetching OS and application software
results in the bottleneck of access to servers. Therefore, the transmission delay between servers
and clients in transparent computing should be carefully considered to improve the system per-
formance. To address the problem, Reference [58] designs a two-level cache structure composing
of block caches of servers and clients. The authors exploit client cache to store the service requests
from the clients and responded data from remote servers for reducing the I/O time. Meanwhile,
cache is also added on service handlers at the server side and two different caching strategies are
developed for the clients and servers, respectively. The classical least-recently-used algorithm is
employed at the client side, and a newly designed caching algorithm leveraging frequency-based
multi-priority queues is tailored for the server side. Research shows that the transmission delay
and the system response times can be significantly reduced by using the multi-level cache hierar-
chy for transparent computing. Based on that, an improved two-level cooperative caching strategy
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has recently proposed for transparent computing [136]. To evaluate the caching effectiveness and
efficiency in transparent computing, a simulation framework is designed, by which the perfor-
mance of multi-level cache strategies can be evaluated according to different cache configurations
and replacement strategies [87].

Since the essential idea of transparent computing is to extend von Neumann architecture in
network environments [177], the performance and stability of computing depend on a reliable
communication network. With the development of mobile communication technologies, mobile
computing devices become more and more prevailing. Therefore, it is necessary to investigate
novel caching technologies suited to transparent computing in mobile network environments. In
Reference [141], the authors design a block-level cache scheme according to the temporal feature of
access to the server and combine with local storage access technology to optimize the block-level
caching strategy by considering the limited bandwidth and communication stabilities of wireless
networks.

In the mobile networks based on the all-IP cellular, the capacity of the traditional centralized
mobile network cannot satisfy the demand for the explosive growth of rich multimedia contents.
Recently, there are some works focusing on the issues of cache placement, including the core net-
work, radio access network (RAN), and user devices [151]. The core network undertakes enormous
traffic from RAN and user devices and exchanges inter- and intra-ISPs (Internet service providers).
Therefore, it is very difficult for the core network to support massive traffic transmission. In this
case, the core network is in the place where caching content is widely deployed. The research ef-
forts on caching popular content in mobile core network have proved that the content traffic can
be reduced by one third to two thirds (Reference [55] and Reference [121]). In the core network,
the deployment of caching contents with the evolved packet core (EPC) draws more attention
from research. For example, References [55, 154] investigate the deployed places of caching using
content delivery technologies.

The backhaul links between RAN and the core network and the wireless networks between
RAN and user devices become another bottleneck for mobile networks. In heterogeneous mobile
networks, the multilayer architecture composing of macro-cell base stations (MBSs) and small cell
base stations (SBSs) for caching and delivering content has been regarded as promising solutions
for transmitting multimedia traffic [132]. MBSs need to support services for more user devices
with more coverage areas, and then they can achieve a higher hit rate by data caching. SBSs with
limited storage capability are more close to users in comparison with MBSs, which will be densely
deployed in 5G networks [114]. Hence, user devices can retrieve contents directly from MBSs or
SBSs rather than from the centric cloud. Since MBSs and SBSs are in close proximity to users, com-
pared to the core network, the deployment of caches in the two places can reduce traffic exchange
between the core network and clouds as well as traffic exchange between inter- and intra-ISPs.
Therefore, some works [11, 16, 61, 116] focus on the deployment of MBS caching and SBS caching.
For instance, Reference [11] propose a video-aware scheduling technique by using MBS caching
to improve the video capacity and user experience. Besides, the framework relevant only to con-
tent caching at the base stations is proposed in Reference [16], which quantitatively evaluates
the performance of clusters of cooperative base station caching. The device-to-device communi-
cation possesses a great many advantages, including the increase of network spectrum efficiency,
offloading traffic from MBSs or SBSs, and the reduction of transmission delay [15, 137].

4.2 Contents of Cache Units

Caching at the network edge aims to alleviate the congestion of transmission between edge de-
vices and backhaul links or clouds and to balance the tradeoff among content delivery, transmis-
sion delay, and energy consumption. Currently, increasing multimedia services are generating
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tremendous traffic on Internet. Moreover, a large number of users in mobile networks accesses
the multimedia services by using mobile smart devices, which results in a great challenge for the
multimedia content delivery and user experience [166].

It is worth noting that not all network traffic is suitable for being cached, since some un-reusable
information has no need to be cached. References [121, 154] have indicated that a majority of mul-
timedia content traffic is attributed to the duplication transmission of popular contents, while a
large part of users requests for accessing to only a small portion of popular contents. Hence, exist-
ing studies focus on how to exploit the redundant request from users for reducing the duplication
transmission between edge devices and the burden on the backhaul links.

From modelling popular contents perspective, the independence reference model adopted for
performance analysis of web caching is utilized for most of the researches on mobile caching. In
the independence reference model, contents are requested according to an independent Poisson
process with the rate corresponding to the content popularity [112]. Nevertheless, the indepen-
dence reference model assumes that the popularity of contents is static without considering the
spatial and temporal change. In edge computing, the static model of content popularity cannot
reflect the real popularity of contents due to a great deal of heterogeneity and extensive distribu-
tion of computing devices with mobility. Therefore, the dynamic analysis methods attract more
attention of researchers. For instance, in Reference [28], the statistical properties of popularity
distributions of requesting contents are analyzed and the opportunities utilizing the latent request
for “the Long Tail” potential are discussed. The authors of Reference [142] propose a traffic model
to capture the dynamics popularity of the contents requested by users, whereas these works do not
consider human-driven information related to proximity to people, such as experience and prefer-
ence of users as well as locations [95]. In the periphery of the networks, the information about the
end-users’ locations and environmental common interests should be utilized due to the dense ge-
ographical distribution of the edge devices and proximity to humans. Furthermore, in a different
temporal region, the demand of users is different, namely, the popularity of the requested con-
tent may change at different temporal region. In other words, the temporal popularity of contents
should be considered for caching.

4.3 Caching Strategies

It is crucial to decide what caching strategies to be adopted for caching at the edge of networks. Var-
ious caching strategies have been proposed for mobile networks, of which a portion are extended
from the traditional caching strategies in wired networks by being tailored for mobile networks.

4.3.1 Consideration in Caching. Although some conventional caching strategies with consid-
ering the content in cache units, such as the least frequently used, the least recently used, and the
first-in–first-out, can alleviate the traffic congestion of transmission data with uniform size, they
are not efficiently applied to the case with the variation of transmission data and delay [72]. In ad-
dition, the cache size of radio access node in mobile networks is very limited, and caching contents
in radio access network are varied over time, which results in the reduction of the cache hit ra-
tio. Considering the limited caching space in mobile cell networks, caching data at an edge server
should be adjusted according to the popularity of the contents to achieve better caching efficiency.
The authors of Reference [64] investigate the cache replacement strategy, which is modelled as a
Markov decision process to minimize the transmission cost between edge servers in cellular net-
works. Then, they calculate the traffic cost for the actions of possible cache replacement in term
of the previous data request and traffic between edge servers.

Recently, a few works have been written to provide a survey of caching strategies in
information-centric networking [72, 170]. The emergence of information-centric networking
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facilitates the context-aware delivery by the deployment of in-network caching [157]. In
information-centric networking, multiple superiorities have been verified by leveraging in-
network caching, which includes the reduction of network traffic and the user access latency as
well as the alleviation of server bottleneck. Specifically, in an IoT network, low-rate monitor and
measurement data generated by large number of devices are delivered to edge servers for prepro-
cessing. Since the IoT data possess a transient nature, it is a main challenge to cache content data at
routers. Currently, the method of utilizing the in-network caching technology to mitigate the data
traffic of IoT has attracted considerable attention from the research community. Reference [147]
studies in-network caching related to the transient content data at routers based on a temporal
data property, referred to as the data item lifetime. It proposes an analytical model that can well
capture the balance between the multi-hop communication cost and data item freshness.

4.3.2 Proactive Caching Strategies. For emerging computing paradigms, computing services are
pushed away from centralized nodes to the network edge. The perception of the specific locations
and the common interests of end-users is benefited from the proximity of the edge devices. Conse-
quently, the research efforts on content caching and delivery in the edge devices begin to consider
popularity-driven caching.

Proactive caching strategies leveraging the proximity of edge computing devices have attracted
large number of attentions from academia and industry. In Reference [18], the authors propose to
cache proactively the popular files at both base stations and end devices during off-peak period
and to leverage the correlations among social networks and D2D communication links to reduce
the peak traffic demands. The similar proactive caching strategies in cloud radio access networks
are proposed in Reference [37]. In addition, the popularity of contents varies with the spatial and
temporal differences, and different people have different preferences on various files. The authors
of Reference [11] propose a proactive caching strategy based on user preference profiles of active
users in a specific cell to maximize the count of concurrent video sessions while matching the
initial delay demand of the end-to-end network. Besides, since edge devices with computing and
storage capabilities are close to users, many research works explore proactive caching by using
machine learning to track and estimate the content timely request from end-users. In this regard,
mobile operators can benefit from the exploitation of big data analysis and machine learning for
the content popularity due to advantages of upcoming 5G networks. Reference [164] proposes a
big data-enable architecture, in which the estimation of content popularity can be obtained by the
approach of big data analysis and is used to cache contents at the base stations.

Moreover, the user mobility is the most important feature of mobile networks. Therefore, proac-
tive caching strategies with mobility awareness have been investigated for edge caching commu-
nication networks. Reference [149] proposes a general architecture, in which the key properties of
user mobility are identified to address the problem of content caching in content-centric wireless
networks. Mobility-aware methodologies are further developed to model the spatial and temporal
properties of mobility patterns. A mobility prediction algorithm [83] is designed to provide seam-
lessly content service for the users whose mobility patterns are unknown in advance. In addition,
Gomes et al. [62] propose an architecture to enhance the migration of content-caches located at the
edge networks by leveraging the combination of information-centric networking and the mobile
follow-me cloud approach in 5G networks.

4.3.3 Clustered and Cooperative Caching Strategies. The key features of the edge computing
devices include the extensive distribution and proximity to users. Hence, it is necessary to exploit
these features to develop efficient content caching and distribution techniques for improving the
content delivery efficiency in 5G networks.
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A lot of existing clustered caching strategies aims to improve the QoS and energy efficiency of
wireless networks from the caching content clustering perspective. To address the problem that
the delivery of the content objects in edge caches is not accomplished between remote radio heads
and the users in C-RANs, a cluster caching structure in the network edge is proposed via utilizing
the centralized signal processing and distributed edge caching [181]. A similar problem is also
solved by other cluster content caching paradigms [32, 74].

The cooperative caching strategy is another attractive topic in emerging computing paradigms.
To transmit video contents, the authors of Reference [23] develop a lightweight algorithm to
achieve both the maximum of traffic volume served from cache and the minimum of the band-
width cost for the cooperative cache management network. The authors of Reference [75] present
a strategy of content caching and delivery to coordinately alleviate the burden on backhaul and im-
prove the content delivery efficiency by formulating the problems of cooperative content caching
and content delivery as an integer-linear programming and unbalanced assignment problem. Be-
sides, by considering the bandwidth limitation of the base stations in mobile networks, the authors
of Reference [117] design a joint optimization of the caching and routing problem to maximize the
content request served by the small cell base stations.

In addition, the delivery of the multimedia content depends on a reliable communication net-
work [156, 158]. However, the spectrum resource increasingly congests in mobile networks, which
limits the peak rate of the traditional cell architectures. Recently, D2D communication becomes a
promising way to mitigate significantly the bottleneck of spectrum scarcity in mobile networks.
Therefore, many works [60, 73] focus on the offloading of the content delivery traffic and the im-
provement of the network throughput by studying cache-enabled D2D communication. Different
from the previous work, the authors of Reference [31] consider the interference among D2D links
due to the proximity of distance between a user and the undesired transmitters. They propose a
cooperation strategy to resist the interference to the D2D transmission by exploiting the caching
capability of users devices.

5 SECURITY AND PRIVACY FOR EMERGING COMPUTING PARADIGMS

Security and privacy are two key factors for promoting the flourish of network computing appli-
cations. The orchestration of end, edge, and cloud makes the computing paradigms not only face
the challenges inherited from cloud computing but also introduce some new challenges, such as
device heterogeneity, supporting mobility, location-awareness, and low-latency services. Existing
works on protecting the security and privacy for emerging computing paradigms can be briefly
divided into two categories. The first is how to protect the security and privacy of the computing
system itself. The second is to protect the security and privacy of the services under the computing
paradigms, including service provisioning, data processing, data transmission, and data storage.
In this section, the existing works are summarized from two aspects.

5.1 System-level Security and Privacy

From the security and privacy perspective, the hierarchical framework of end-edge-cloud orches-
trated computing paradigms is a double-edged sword: It provides a powerful networking and com-
puting architecture for security protection; however, it also makes the different layers of the frame-
work vulnerable to various system-level attacks. In the following, we mainly introduce some exist-
ing works that focus on the security issues on virtualization and how to leverage the hierarchical
framework for resisting threats and attacks, as well as intrusion detection.

5.1.1 Virtualization. For the emerging end-edge-cloud orchestrated computing paradigms, vi-
sualization is a key technology that can create virtual machines (VMs) to share the computation
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and storage resources of physical servers. However, since VMs are also vulnerable to malicious
attacks and physical servers may experience system failures, it would consequently lead to un-
availability of services and resources.

To increase the system dependability and robustness when a computing node has a system fail-
ure or encounters an attack, the authors of Reference [109] design a smart pre-copy live migration
approach to estimate the downtime after each iteration for determining whether to proceed to
the stop-and-copy stage or not. Since users usually adopt different terminals for service request-
ing, a user-specific trusted virtual approach is designed to adapt different security applications by
dynamically instantiating in a secure place at the network edge [102]. Meanwhile, a user-defined
security model is proposed to ease the security configurations transparently to heterogeneous de-
vices. In Reference [146], the design and implementation of self-configuring honey-pots is designed
to adapt the observed environment. Since in-trusted IoT devices might be interconnected toward
the aggregation networks and external malware could be applied to the network, security issues
may arise. The authors of Reference [145] propose edge-to-edge IoT security architecture based on
network function virtualization for monitoring the current flows in IoT systems and identifying
malicious flows through different anomaly detection mechanisms.

5.1.2 Threats and Attacks. To reduce the threats and attacks, some researchers intend to rein-
force IoT systems from the framework perspective. By using both the centralized controller and
distributed controllers, a software-defined network-based master-slave security architecture is de-
signed in Reference [77] to enhance the security and privacy protection for the cloud users by
reducing the communication distance. Moreover, an attack pattern signature on the web interface
in security agent unit is defined in Reference [14] to detect persistent threats in distributed data
center network and to the module on floodlight for detecting and blocking hosts with the traffic
pattern in all data centers. A broad class of attacks can be detected via this method such that the
security of data centers is enhanced.

5.1.3 Intrusion and Malware Detection. Intrusion and malware detection in the cloud environ-
ment has been studied for many years. However, these kinds of solutions cannot work well for the
lightweight edge servers and end devices. It consequently attracts increasing research focuses on
designing tailored intrusion detection mechanisms for end-edge-cloud orchestrated systems. The
authors of Reference [69] develop a lightweight and distributed intrusion detection system. It is
distributed in a three-layered IoT structure, where the cloud layer is to cluster primary network
traffic and train its detectors, the fog layer is to analyse intrusion alerts, and the edge layer is to
deploy detectors. A more general threat model is proposed in Reference [110] to design the secu-
rity protection method. To detect the intrusion in private cloud, Rajendran et al. [120] propose a
hybrid intrusion detection algorithm through incoming request scanning.

The detection of malware and intrusion in TC is based on its specific architecture, which pro-
vides some new clues for security mechanism design. In Reference [178], Zhang et al. propose a
Meta OS platform to manage the hardware and software resources of a networked system, with the
objective of providing secure and reliable computing service for end users. The Meta OS, which
locates between the hardware and the OS layer, can be used to enhance the security of TC via
monitoring the software and user data. A remote booting integrity service mechanism [81] is fur-
ther designed to resist attacks in TC. In addition, through the streaming service execution of TC,
all data obtained from the server will be eliminated from end-users after execution, and, thus,
viruses have few opportunities to jeopardize those terminals. Both end devices and edge servers
can monitor and manage the data streams during the transmission process [123, 175].
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5.2 Service Security and Privacy

One of the biggest security challenges in IoT systems is that lightweight end devices usually have
insufficient resources (e.g., computing and storage) to deploy traditional security protection mech-
anisms. The end-edge-cloud orchestrated computing paradigms enable edge servers and the cloud
to take the security burden of end devices and build a more secure IoT system. For example, we
can leverage edge servers to perform local security monitoring, threat detection, and threat pro-
tection on behalf of the endpoints [42]. However, when we consider the services provided by these
computing paradigms, we should think about the following questions: whether the devices should
be trusted; how to preserve the data privacy when edge servers provide services; how to guar-
antee that the service can be accessed by authorized entities. In the literature, there have been a
large number of works proposed to answer these questions. We briefly introduce them from the
following three perspectives.

5.2.1 Authentication and Trust. When assigning an IoT device to an edge server, authenticat-
ing the identity of the owner to a specific edge server needs to be considered [122]. To reduce
the authentication burden on IoT devices, Reference [135] designs an electroencephalography au-
thentication system by performing machine learning algorithms on an edge server (i.e., laptop).
In this system, IoT devices capture the raw electroencephalography signals and sends them to
a smart phone via Bluetooth. On a smart phone, the system interface application receives elec-
troencephalography signals and sends them to a laptop. The laptop uses machine learning algo-
rithms to make identification/authentication. To realize efficient authentication, the authors of
Reference [71] develop a secure and efficient approach for fog computing, which allows fog users
to mutually authenticate with each other under the authority of a cloud service provider. The
proposed approach does not require a fog user to be included in a public key infrastructure. The
fog user only needs to store one master secret key in the registration phase once to mutually
authenticate with any other fog server. Moreover, the authors of Reference [51] propose an effi-
cient and responsive mutual authentication scheme by using elliptic curve cryptography on edge
servers to protect smart grid system. Considering the scenario without a trust third-party in an IoT
network, Reference [53] establishes trusted identities in disconnected edge environments by com-
bining identity-based cryptography with secure key generation and exchange mechanisms. To
integrate different authentication protocols on heterogeneous IoT devices, Reference [128] pro-
poses a common identity and authentication scheme, which is able to resist many typical attacks
in IoT scenarios, e.g., replay, man-in-the-middle, and masquerade attacks.

5.2.2 Privacy Preservation. As the edge devices are widely deployed to process the generated
data from IoT devices (smart grid meters in home area networks, body-sensors that collect health
information) and provide network services (such as data storage and data sharing), a privacy leak-
age problem may arise during data processing provided at the network edge. As a classical tech-
nique, homomorphic encryption has been applied to providing privacy-preserving aggregation on
encrypted data at the network edge [161]. In Reference [148], the authors propose an anonymous
and secure aggregation scheme by which edge servers can help IoT devices upload their sensed
data to a service provider. The proposed scheme can well preserve the identities of devices with
pseudonyms and guarantee the data secrecy based on homomorphic encryption, simultaneously.
Lu et al. [92] present a privacy-preserving and efficient aggregation scheme for communication in
smart grid. It structures multi-dimensional data by utilizing a super-increasing sequence and en-
crypts the structured data with homomorphic cryptography techniques. A homomorphic function
uses the encrypted data of the smart meters as input and generates the aggregated and encrypted
results.
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Reference [91] proposes a privacy-preserving data aggregation scheme to aggregate hybrid IoT
data and filter injected false data at the network edge. A fog-based de-duplicated spatial crowd-
sourcing framework is designed to allocate task and sense data deduplication security for fog-
assisted crowdsourcing system [106]. To realize secure duplication in crowdsourcing environments
for storage, the authors of Reference [79] propose a hybrid secure deduplication client-server pro-
tocol for untrustworthy fog storage scenarios. The authors of Reference [19] propose a certificate-
less aggregate signcryption scheme for preserving privacy in a vehicular crowdsensing system. In
addition, Reference [100] proposes an efficient data sharing scheme to securely share data among
edge devices in a cloud-assisted IoT system.

5.2.3 Access Control. As an important research topic in IoT systems, access control has
also attracted increasing attention under the hierarchical architecture of emerging computing
paradigms [140]. In the area of e-healthcare systems, Reference [13] integrates the access secu-
rity broker to fog nodes and proposes an attribute-based access control approach to realize fast
response for latency-sensitive e-healthcare applications and to prevent unauthorized access to
health information. For providing secure services for heterogeneous resources, a policy-based ac-
cess control mechanism is developed to achieve secure collaboration and interoperability in a dis-
tributed manner [52]. A holistic solution is exploited to achieve multi-factor access control for
edge servers [56]. This solution enables layered security for both of the extrinsic parties and the
storage service providers and is robust in resisting the colluding attacks by a (small) fraction of
service providers.

Since IoT devices (such as wearable devices and wireless sensors) are usually resource limited,
they lack powerful computation ability and face the security challenges to protect themselves or
provide complex cryptographic algorithms to preserve their generated data. Researchers integrate
edge computing to provide complementary security solutions for IoT devices to reduce the com-
putation burden. To decrease the computational cost of decryption, Reference [182] introduces
the attribute-based encryption with outsourced decryption on edge servers to offload the large
amount of computation. Reference [101] designs a privacy-preserving system to enable the cloud
users to enhance the privacy and security of sensitive personal data. By combining attribute-based
and role-based access control models, a new approach is proposed to preserve the data privacy and
satisfy both of mandatory and discretionary access control requirements.

6 FUTURE RESEARCH DIRECTIONS

By fully exploiting the resources of end devices and the nearby devices/infrastructures, the emerg-
ing network computing paradigms are paving the road toward a more scalable and intelligent IoT
era. Although existing studies provide comprehensive investigations on different network com-
puting paradigms from various aspects, end-edge-cloud computing is still in its infancy and needs
continuous research efforts to fuel the explosion of more intelligent IoT applications. In this sec-
tion, we briefly outline some future research directions to foster further research.

6.1 Lightweight Virtualization for Network Computing

The dramatically increasing IoT devices have brought new challenges to fully exploit the heteroge-
neous resources associated to them. The lightweight hardware and high heterogeneity of IoT de-
vices also bring various customized operating systems and software, hindering the flexibility of IoT
services and service sharing among different IoT applications. Powered by the advanced network
computing technologies, device virtualization solutions have shown the potentials for providing
desired tradeoff between flexibility and performance. Redesigning the virtualization methods for
lightweight IoT and edge devices becomes a growing trend in the research field of virtualization.
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Some emerging technologies, such as Docker and LXC containers, have been already successfully
deployed on single-board computers to provide virtualized instances with an efficient overhead.

As a representative of operating-system-level virtualization technologies, containerization has
refashioned the world of software development by introducing flexibility and new way of man-
aging and distributing software. In Reference [126], the authors analyze the relation between
the lightweight virtualization and edge computing. They have also answered how to effectively
combine these two technologies and pointed out some classical application scenarios. Morabito
et al. [103] propose two container-based IoT service provisioning frameworks and compare their
performance based on a real IoT testbed. The one is for the case where two cooperating devices
interact directly, and the other is for the case where a manager can supervise the operations among
cooperating devices. Although existing works provide some valuable preliminary results on apply-
ing container-based virtualization solutions in IoT scenarios, there are still many technical chal-
lenges in developing more reliable and robust lightweight virtualization technologies. For example,
how to orchestrate the edge resources and elements, how to monitor the performance and status
of different service instances, how to provide security and privacy guarantees for virtualized ap-
plications, as well as how to achieve efficient service migration among different containers. These
remaining challenges leave a huge space for researchers to study more mature and advanced light-
weight virtualization technologies for network computing systems.

6.2 Block-streaming Service Loading

Besides running services on edge servers by lightweight virtualization (like Software-as-a-Service
in cloud computing), dynamically loading on-demand services and executing them on IoT devices
is an alternative solution for dynamic service provisioning in the IoT era. In 2003, the authors of
Reference [118] propose a stream way to execute the software on devices. In such a way, the soft-
ware can be executed when it is being streamed without waiting for completing the whole process
of downloading, decompression, installation, and reconfiguration. A streaming approach can re-
duce the experienced application loading time of users, since the application can start running once
the first executable unit has been loaded into the memory. Recently, He et al. [67] propose a new
cloud service model based on transparent computing, named Block-stream as a service (BaaS),
for IoT devices. The BaaS model provides a framework for lightweight IoT devices to load and
execute part of service codes on demand, by fully exploiting the advantages of transparent com-
puting in terms of cross-platform and dynamic service provisioning. Inspired by the BaaS model,
Peng et al. [115] propose a transparent computing-based block-streaming application execution
scheme, called BOAT, and implement it on a lightweight wearable platform. It can remotely load a
part of necessary application codes from edge servers and execute the codes on IoT devices locally.
Their experimental results demonstrate that BOAT can achieve significant improvements in terms
of service loading delay and energy consumption when compared to the traditional Software-
as-a-Service approach. Some similar concepts, like microservices [143], have also been proposed
to improve the modularity, distribution, elasticity, and robustness of service provisioning for IoT
devices by leveraging the capability of network computing.

Although block-streaming service loading has shown the potential to revolutionize the service
provisioning way for lightweight IoT devices, continuous efforts should be devoted in this research
direction to address some open challenges. The bandwidth-limited and unstable wireless commu-
nications may make dynamic service loading intermittent and consequently lead to poor quality
of experience (QoE). How to design efficient service prefetching mechanisms becomes an impor-
tant research direction to improve the QoE of users under the stochastic wireless communication
environment. Moreover, since the whole service may be divided into different parts to response
the service request of IoT devices, the integrity check and verification of the service should be
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Fig. 7. APIs for end-edge-cloud orchestrated computing systems.

carefully redesigned to address the security risk. In addition, if the software of IoT services is pro-
grammed in a modular way, then the efficiency of block-streaming service loading can be further
enhanced. It means that standards or rules can be made to regulate the IoT software programs to
guarantee the modularity of IoT services.

6.3 API Standards and Development for End-Edge-Cloud Orchestrated Computing

To standardize and facilitate application development for end-edge-cloud orchestrated computing
systems, investigating the Application Programming Interface (API) standards and developing flex-
ible APIs have been regarded as a very important research direction. A well-defined API consists
of subroutine definitions, communication protocols, and tools for building software connections,
which can provide flexibility and seamless connectivity for different kinds of devices and autho-
rize other pieces of software to control the functionality of an application or a service. Figure 7
illustrates how APIs work for the orchestration of end-edge-cloud systems [6]. As shown in the
figure, the APIs developed for edge servers and the cloud should be carefully designed and coordi-
nated by considering their different resources and capabilities. However, due to the complexity and
dynamics caused by the orchestration of end-edge-cloud resources, the design, management, and
integration of APIs are facing great challenges. The first one is, from the communication perspec-
tive, how to provide flexible and seamless connectivity for highly mobile users to distributed edge
servers and edge servers to the cloud under the hybrid accessing technologies. The second one is,
from the service perspective, how to design suitable APIs and management/integration techniques
that can fully exploit and coordinated the differentiated resources and capabilities of devices for
managing service provisioning and application development. Especially when microservices are
becoming the main trend in the IoT era, dividing applications into feature components and mi-
croservices drives API management and integration more significant than ever. Components and
services that may be only parts of a single application need to be well integrated for working in
a coordinated way and to deliver the requested capabilities for users. Thus, more research efforts
should be devoted to the standardization and development of APIs for end-edge-cloud orchestrated
computing.
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6.4 Flexible Networked Operating System Design for Heterogeneous IoT Devices

The types of IoT devices range from ultra lightweight RFID tags to some powerful smart phones
and vehicles. The hardware heterogeneity of IoT devices also leads to a wide variety of IoT op-
erating systems in the community. For most of lightweight IoT devices, embedded realtime OSes,
such as TinyOS and Contiki, are adopted to provide specific functionalities with strict delay con-
straints. But for the powerful IoT devices, general OSes, such as Android and iOS, are widely
applied to support resource sharing and multi-task processing. Diverse OSes cause an inevitable
limitation that IoT services cannot be shared among different IoT devices. And in most cases, even
with the same operating system kernel, the OSes developed by different vendors cannot support
cross-platform service sharing. Therefore, designing a flexible operating system that can be well
applied on heterogeneous IoT devices attracts increasing attention from both of the academia and
industry. For example, Google is developing a new IoT OS, named Fuchsia, which is based on a new
kernel named Magenta. It aims to provide flexible deployment on heterogeneous IoT devices by
using a micro-kernel and a large set of incremental services and drivers. IoT devices can choose to
add functionalities on the micro-kernel according to their capabilities and requirements, such that
cross-platform services can be well supported by any kind of devices. However, with the develop-
ment of network computing technologies, the network-connected IoT devices can be regarded as
an integrated system. We can also leverage the power of network computing to change the tradi-
tional way of OS design. Flexible networked OS, where OS kernels or functionalities are distributed
over different connected devices, may be a new trend for IoT operating system design.

6.5 Lightweight and Distributed Machine Learning for Realtime Intelligence

Recent advances in machine learning, especially in deep learning, have surged the development
of intelligent IoT applications, such as mobile face recognition, video analytics, and autonomous
path planning drones. These kinds of intelligent applications rely on computationally intensive
machine learning algorithms and require real-time processing. Due to the hardware limitations,
however, mobile and IoT devices are facing great challenges to fulfill stringent QoS requirements
of intelligent applications. For example, video analytics, which usually involves complex deep neu-
ral networks, far exceeds the computing capabilities of the end devices. Meanwhile, offloading the
videos to the cloud server incurs unbearable burdens on the core network and produces unac-
ceptable delay, which consequently hinders the efficiency of video analytics. Leveraging network
computing to directly perform machine learning and data analysis at mobile terminals or the net-
work edge becomes a promising way to provide computation augmenting and timely intelligent
services for mobile and IoT devices. This has also been regarded as the “killer application” of edge
computing.

However, most IoT devices and edge servers are not capable enough to support the machine
learning and data analytical algorithms conventionally deployed in the resource-extensive cloud.
To well support intelligent mobile and IoT applications, therefore, there is a significant need for
exploring the implementation of lightweight and distributed machine learning models at IoT de-
vices and the network edge, studying efficient resource allocation algorithms for real-time ma-
chine learning among devices, edge servers, and the cloud, as well as designing collaborative and
distributed data analyzing architectures for network computing paradigms. Recently, Google pro-
posed a decentralized machine learning approach, named federated learning, to train the data dis-
tributed among lightweight IoT devices then to merge the aggregated locally computed updates to
one shared model [78]. It introduces a federated learning algorithm that combines local stochastic
gradient descent training on each client within relatively few communication rounds where the
central cloud server performs model averaging. Following the idea of distributed learning, Hardy
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et al. [45] propose AdaComp, a distributed deep learning algorithm running on edge devices, which
can compress the edge updates to the model on cloud servers. These existing works have pointed
out a potential research direction for implementing lightweight and distributed machine learning
algorithms, with the aim of achieving efficient and timely data training and analysis of IoT devices
and edge servers, and reducing the communication rounds between the edge side and the cloud
side. In such a way, the privacy of personal data can also be well preserved, since the data traffic
originally transmitted to the cloud for model training and analysis can be significantly reduced.

6.6 Advanced Security and Privacy Preservation Techniques for Network Computing

Since lightweight IoT devices are generally limited by computing capability, storage, and energy
supply, traditional security solutions, e.g., complex cryptographic solutions, may not be applicable
for IoT devices. Thus, how to leverage network computing to offload the security protection burden
of IoT platforms becomes a potential and promising research direction. As we discussed in the
previous section, there have been many existing works focused on offloading the authentication
and encryption burden from lightweight IoT devices to edge servers. These solutions provide some
valuable insights to address the security and privacy problems in current IoT applications.

However, compared to the resourceful cloud servers, the resource-constrained edge servers are
still vulnerable to different kinds of attacks. It consequently is necessary that future security tech-
niques should fully leverage the capabilities of edge servers to provide enhanced security protec-
tion for IoT devices and also can guarantee the security of the edge servers. Thus, how to efficiently
utilize the three-tire framework, i.e., end-edge-cloud, to collaboratively achieve advanced security
and privacy preservation for the whole IoT platform becomes an important research direction for
future studies. Moreover, for ultra-light-weight IoT devices, e.g., RFID tags, even very lightweight
security approaches cannot be efficiently implemented. Since such kinds of IoT devices will take
a significant portion of “connected things” and face great security and privacy leakage risks in
the IoT era, more attention should be paid to leveraging network computing for addressing this
challenge.

7 CONCLUSION

In this survey, we have provided an overview and comparison of the emerging network computing
paradigms, including transparent computing, mobile edge computing, fog computing, and cloudlet
computing. The common feature of the computing paradigms is to orchestrate the computing
and storage resources of end devices, edge servers, and the cloud to improve the performance
of hierarchical IoT systems. From this perspective, we have presented a comprehensive survey on
some hot research issues of the computing paradigms, in terms of computation offloading, caching,
as well as security and privacy. Finally, we have discussed some potential future directions for
emerging and evolving research.
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