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Abstract Person re-identification is an extremely chal-
lenging problem as person’s appearance often undergoes
dramatic changes due to the large variations of viewpoints,
illuminations, poses, image resolutions, and cluttered back-
grounds. How to extract discriminative features is one of
the most critical ways to address these challenges. In this
paper, we mainly focus on learning high-level features and
combine the low-level, mid-level, and high-level features
together to re-identify a person across different cameras.
Firstly, we design a Siamese inception architecture network
to automatically learn effective semantic features for per-
son re-identification in different camera views. Furthermore,
we combine multi-level features in null space with the null
Foley–Sammon transform metric learning approach. In this
null space, images of the same person are projected to a single
point, which minimizes the intra-class scatter to the extreme
and maximizes the relative inter-class separation simultane-
ously. Finally, comprehensive evaluations demonstrate that
our approach achieves better performance on four person re-
identification benchmark datasets, including Market-1501,
CUHK03, PRID2011, and VIPeR.
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1 Introduction

The purpose of person re-identification is to identify per-
sons across different cameras, or across time in single
camerawith visual features. Person re-identification hasmas-
sively important applications in intelligent video surveillance
system, such as cross-camera tracking [1] and pedestrian
retrieval [2].Despite the best efforts of researchers, person re-
identification is still an extremely challenging problem as a
person’s appearance often undergoes dramatic changes due
to the large variations of viewpoints, illuminations, poses,
image resolutions, and cluttered backgrounds. Some exam-
ples are shown in Fig. 1. These factors cause pedestrian
images in different camera views to have considerable intra-
class variations and ambiguous inter-class differences.

As we know, many types of features have been pro-
posed for pedestrian detection, tracking, recognition, and
re-identification. Most of them belong to the low-level and
mid-level features, such as Local Binary Patterns (LBP) [3],
Color Name (CN) [4–6], Histogram of Gradient (HOG) [7],
and Local Maximal Occurrence (LOMO) [8]. We discover
that these handcrafted features can be extremely hard to rep-
resent the mixture of complex transforms. These features are
of low discriminative power and not robust to overcome the
challenges in person re-identification. Compared with these
handcrafted features, the power of deep CNNs in learning
discriminative features is very strong in various computer
vision tasks [9,10]. Recently, some deep learning approaches
for person re-identification have achieved big progresses [11,
12], which can learn high-level semantic features. In partic-
ular, Siamese architecture was firstly introduced for face and
signature verification tasks [13]. The network is suited for
person re-identification—the number of categories can be
very large, with only a few examples per category. Although
they have effectively improved the existing re-identification
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Fig. 1 a Samples of pedestrian images in different camera views from
the Market-1501 [4] dataset and the two adjacent images are the same
identity.bExamples of positive samples (first row) and negative samples
(second row) for training our SIAN

performance, optimal feature representation is still the most
critical component. We mainly focus on learning high-level
features and combine the low-level, mid-level, and high-level
features together to re-identify a person across different cam-
eras.

In this paper, we extend the literature [14] to propose
a Siamese inception architecture network (SIAN) for per-
son re-identification. First of all, we design a SIAN to learn
high-level features for person re-identification, which con-
sists of several BN-Inception [15,16] modules. The network
can minimize the distance between the same pedestrian and
maximize the distance between different pedestrians simul-
taneously. Instead of handcrafted features, the deep learning
architecture and its fully connected layer can automatically
learn semantic features for person re-identification in differ-
ent camera views. Furthermore, we combine the low-level,
mid-level features, and high-level features learned by SIAN
in null space by NFSTmetric learning approach [17] to iden-
tify the same pedestrian in different camera views. More
importantly, a kernel-based NFST is employed to deal with
the non-linearity of the person’s appearance, which further
boosts the ability of matching in the null space. There-

fore, the combination offers a perfect solution for person
re-identification. Finally, experimental results on four widely
used person re-identification benchmarks, i.e., Market-1501,
CUHK03, PRID2011, and VIPeR, demonstrate that the pro-
posed method achieves better performance.

In contrast to the literature [14], we change the SCNN
network architecture into SIAN to learn high-level seman-
tic features. The semantic features are of high discriminative
power. To reduce overfitting, we mix the Market-1501 and
CUHK03 as a joint dataset and train our designed SIAN from
scratch on the training set of the joint dataset. Notice that the
training identities have no overlap with the test identities.
Finally, four widely used benchmark datasets are selected.
We further fine-tune the pre-train SIAN on each dataset,
respectively, for evaluating the proposed approach.

In summary, the contributions of this paper can be con-
cluded as follows:

– We design a Siamese inception architecture network
(SIAN), which can model different camera views and
automatically learn high-level semantic features for per-
son re-identification;

– We adopt a kernel-based NFST to combine multi-level
features in a new discriminative null space to deal with
the non-linearity of the person’s appearance;

– Comprehensive evaluations show that our method
achieves better performance on four widely used person
re-identification benchmarks.

2 Related works

Existing approaches on person re-identification can be
roughly divided into three types: feature representation [4–
8,18–22], deep learning [11,12,18], and metric learning [3,
8,17].

The feature representation-based methods try to design
robust and discriminative features in different camera views.
The general trend is that the dimensions of the proposed fea-
tures are getting higher. For instance, Dalal et al. [7] designed
HOG feature descriptors, which would be discriminated
cleanly for human form, even in cluttered backgrounds and
difficult illuminations. Yang et al. [5] exploited salient color
names to generate a feature representation. Liao et al. [8] pro-
posed LOMO feature representation, which provided a stable
representation against viewpoint changes. Peng et al. [21]
developed a novel cross-dataset transfer learning approach
to learn a discriminative feature representation. Specifically,
it was a multitask dictionary learning method which was
able to learn a dataset-shared feature representation. How-
ever, no matter how robust the obtained features are, they
are unlikely to be completely invariant to the large variations
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of viewpoints, illuminations, body poses, image resolutions,
and cluttered backgrounds.

The deep learning-basedmethods can automatically learn
high-level semantic features [9–12,18,23]. Gan et al. [9]
designed a deep neural network, namely DevNet, that
extracted the location of temporal key evidences and pro-
vided discriminative spatial regions simultaneously.Byusing
these features, their approach achieved a promising perfor-
mance in event detection. Yao et al. [10] put forward to
a multi-level coarse-to-fine object description which could
automatically generate discriminative visual features for
visual classification. Li et al. [12] proposed a novel filter pair-
ing neural network (FPNN) to jointly handle misalignment,
photometric and geometric transforms, occlusions, and back-
ground clutter bymaximizing the strength of each component
when cooperating with others. Wang et al. [23] designed a
joint learning framework to unify the matching of single-
image representation (SIR) and the classification of cross-
image representation (CIR) using convolutional neural net-
work. Bromley et al. [24] proposed the two-stream Siamese
architecture for signature verification. Later, the two-stream
network architecture had been applied to face verifica-
tion [13]. In this work, we design a SIAN to automatically
learn effective semantic features for person re-identification,
aiming to be invariant to different camera views.

Themetric learning-basedmethodsmainly focus on learn-
ingdiscriminative distancemetrics or subspaces formatching
pedestrian in different camera views. For example, Kostinger
et al. [3] introduced a simple but effective strategy to learn
a distance metric from equivalence constraints, based on

a statistical inference perspective. Liao et al. [8] designed
the Cross-view Quadratic Discriminant Analysis (XQDA)
method, which learned a discriminant low-dimensional sub-
space. Zhang et al. [17] proposed the NFST approach by
matching pedestrian in a discriminative null space of the
training data. In this paper, we exploit the NFST metric
learning approach to combine HOG, CN, LOMO, and deep
semantic features for addressing these challenges in per-
son re-identification. In summary, different from the above
methods, our aim is to model different camera views and
automatically learn effective semantic features for person
re-identification. Furthermore, we fuse multi-level features
and then feed them into the most advanced distance met-
ric method [17] to identify the same pedestrian. As a result,
our approach achieves better performance on four person re-
identification benchmarks.

3 The proposed method

3.1 Overview

Figure 2 shows the architecture of the proposed person re-
identification approach. Firstly, we extract the low-level,
mid-level, and high-level semantic features from person
images. For the high-level semantic features, we design a
SIAN,which canmodel different camera views and automat-
ically learn effective semantic features. Finally, we combine
multi-level features and then feed them into the NFSTmetric
learning approach [17] to identify the same pedestrian. Next,
we will describe each component in detail.

Fig. 2 Overview of our method for person re-identification. The top 12 results are listed. The true positive results are in green box; otherwise, red
(color figure online)

123



728 S. Li, H. Ma

Fig. 3 Structure of our designed SIAN

3.2 Siamese inception architecture network

To learn high-level semantic features robust to all sorts
of challenges as described earlier, we need a model that
operates on pairs of data. A network architecture that has
been successfully applied on pairs of data is the two-stream
Siamese architecture [13] which consists of two identical
convolutional networks sharing the same set of weights. So,
we design a two-stream Siamese network which is called
Siamese inception architecture network (SIAN) to learn
high-level semantic features. Next, we analyze the different
components of the proposed SIAN.

Network architecture The SIAN includes two sub-
networks working in “image pairs → label” mode, as shown
in Fig. 3. The two sub-networks are parallel in structure and
share the same parameters. The SIAN processes two input
images separately through individual sub-networks. For indi-
vidual sub-networks, we design a deeper and wider network
by utilizing the inception architecture [16]. In the following,
we mainly describe the designed network.

Because inception architecture is designed to performwell
even under high computational efficiency and low parameter
count, we increase the depth andwidth of the sub-network by
employing the inception architecture to achieve good perfor-
mance. Batch normalization [15] layers are employed before
each ReLU layer, which can further accelerate the conver-
gence process.

Max pooling only selects the strongest activations from
local neighborhood as input for the subsequent layers, so
it can maintain invariance to local deformations. There are
many deformations owing to the variations of camera view-
points and poses in person images. So, we apply one max
pooling at the very early stage, which is important to main-
tain robustness to local noise. Inspired by [25], we introduce

Table 1 Details of our designed SIAN for person re-identification

Name Patch size Stride Output size

Pair_data 6 × 128 × 64

Slice_pair 3 × 128 × 64

3 × 128 × 64

Conv1–Conv3 3 × 3 1 32 × 128 × 64

Pool4(MAX) 2 × 2 2 32 × 64 × 32

Inception_5a 256 × 64 × 32

Inception_5b 2 384 × 32 × 16

Pool6(AVG) 8 × 4 1 384 × 25 × 13

FC7 2048

FC8 M

Feat 2

Conv1_p–Conv3_p 3 × 3 1 32 × 128 × 64

Pool4_p(MAX) 2 × 2 2 32 × 64 × 32

Inception_5a_p 256 × 64 × 32

Inception_5b_p 2 384 × 32 × 16

Pool6_p(AVG) 8 × 4 1 384 × 25 × 13

FC7_p 2048

FC8_p M

Feat_p 2

two inception architectures to expand the network’s depth
and width for capturing progressively high-level semantic
features. Detailed structures are listed in Table 1.

Network input Due to the challenges as described earlier
in person re-identification, we need plentiful, various and
balancing data for training the SIAN. To form the balanc-
ing training sample pairs, we randomly select two images
belonging to the same identity as positive pairs, whereas
we randomly select two images belonging to the different
identities as negative pairs. The training sample pairs can be
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formulated as follows. Suppose we have two images x1 and
x2, let y be a binary label of the pair, y = 1 if the images
x1 and x2 belong to the same identity and y = 0 otherwise.
We use all the positive sample pairs and randomly select the
same number of negative sample pairs for training the SIAN.

Contrastive loss layer Finally, the two branches in the SIAN
are connected with a loss layer. For person re-identification,
we want to learn a non-linearly function which maps person
images to points in a low-dimensional space. Moreover, it
makes positive pairs close enough, whereas negative pairs
are far away at least by a margin.

Inspired by [13], we apply the contrastive loss. The out-
putsGW (x1) andGW (x2) of the two IANs are the two points
in the low-dimensional space generated by mapping x1 and
x2.W is the shared parameter vector throughout the Siamese
architecture which needs to be learned. Then, the parameter-
ized distance function EW (x1, x2) between x1 and x2 can be
defined as:

EW (x1, x2) = ||GW (x1) − GW (x2)||2. (1)

We can define the contrastive loss function as follows:

L(W ) = 1

2P

P∑

i=1

L
(
W, (y, x1, x2)

i
)
, (2)

L(W, (y, x1, x2)
i ) = y · {EW (x1, x2)

i }2
+ (1 − y) · {max(m − EW (x1, x2)

i , 0)}2, (3)

where (y, x1, x2)i is the i th pair, which is composed of a pair
of images with corresponding label y, P is the number of
the training pairs. The positive number m is the minimum
distance margin of different identities’ images.

Training the SIANWeconsider the person re-identification as
binary classification. Training data include image pairs and
label. In the training stage, the two sub-networks will be opti-
mized simultaneously with the weight sharing mechanism.
Pairwise images with similar or dissimilar labels separately
entrance the two IANs. Then, the outputs of two IANs are
combined by the contrastive loss layer to compute the con-
trastive loss.After that, the back-propagatingwith contrastive
loss is used to train the model.

Our training algorithm adopts the mini-batch stochastic
gradient descent for optimizing the objective function. The
training data are divided into mini-batches. Training errors
are calculated upon each mini-batch in the contrastive loss
layer and backward propagated to the lower layers, and net-
work weights are updated simultaneously.

As positive pairs and negative pairs have different data
distribution, they can bring about data imbalance and over-
fitting. To avoid these problems, we randomly dropout 50%
neurons of the FC7 layer in the training process. With more

rounds over the training data, the model is trained until it
converges.

3.3 Metric learning-based multi-level features
combination

In this section, we firstly explore multi-level features for per-
son re-identification. Subsequently, we adopt a kernel-based
NFST to fuse multi-level features for better identification
performance. The details can be found as follows.

Low-level and mid-level features In real-world practice, low-
level and mid-level features such as HOG, CN, LOMO are
usually designed to capture the invariant visual information
of different views. For HOG feature [7], it is very effective to
characterize person’s variable appearance and wide range of
poses for humandetection, even in cluttered backgrounds and
difficult illumination.We extract 1680-DHOGdescriptors as
low-level feature for identifying person.

For BOW-CN feature [4], this is a benchmark method in
person re-identification, which applies BOW with CN fea-
ture. Person image is normalized to 128 × 64 and is densely
sampled using 4 × 4 patch with the 4-pixel sampling step.
The codebook of BOW is trained on the training set of each
dataset using standard k-means, and codebook size is 350.
Moreover, we also adopt the TF-IDF, weak geometric con-
strains, and background suppression techniques. We obtain
5600-D BOW-CN descriptors as mid-level feature.

For LOMO feature [8], it is an effective feature repre-
sentation for person re-identification. The Retinex algorithm
is firstly applied to preprocess person images for handling
illumination variations. By analyzing and maximizing the
horizontal occurrence of local features, we can get a sta-
ble representation against viewpoint changes, namelyLOMO
feature. Finally, we extract 26960-D LOMO descriptors as
mid-level feature for identifying person.

These features are effective to filter out the dissimilar
person according to visual appearance. However, it is dif-
ficult to tell the difference between persons with similar
visual appearance. These features are of low discriminative
power and not enough to tackle the challenges in person
re-identification. So,we utilize high-level featureswhich rep-
resent the rich semantic information of person for accurate
person re-identification.

High-level features For the high-level features learned by our
designedSIAN,we send the probe images and gallery images
into one of the IANs and then compute the feedforward net-
work to extract effective deep semantic features (high-level
features). According to our comprehensive experiments, we
find that the FC7 layer gives the best performance, so we
choose the features extracted from the FC7 layer to report
results for person re-identification.
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Table 2 Statistics comparison
of the datasets

Datasets Market-1501 [4] CUHK03 [12] PRID2011 [26] VIPeR [27]

# Identities 1501 1467 385 632

# Train images 10,350 21,012 2997 506

# Val images 2586 5252 749 126

# ID Gallery 751 100 649 316

# ID Probe 751 100 100 316

In real-world practice, low-level and mid-level features
such as HOG, CN, LOMO are effective to filter out the dis-
similar person according to visual appearance. However, it
is difficult to tell the difference between persons with simi-
lar visual appearance. High-level semantic features such as
highlighted regions, shoulder bag, and backpack can be used
to identify the same person from others. Therefore, we com-
plementarily fuse these features by an early fusion scheme.

Distance metric method In order to better combine multi-
level features, we adopt the state-of-the-art method NFST
[17]. So, let us first briefly revisit it.

The objective of NFST is to learn a discriminative sub-
space where the training data of each of the C classes are
projected to a single point, resulting in C points in the space.
Formally, we aim to learn the optimal projectionmatrixW so
that each column, denoted as w, is an optimal discriminant
direction that maximizes the Fisher discriminant criterion:

J (w) = wT Sbw

wT Sww
, (4)

where Sb is the inter-class scatter matrix and Sw is the intra-
class scatter matrix. It satisfies the following two conditions,
i.e., zero intra-class scatter and positive inter-class scatter:

wT Sww = 0, (5)

wT Sbw > 0, (6)

This guarantees the best separability of the training data in
the sense of Fisher discriminant criterion.

In this null space, images of the same identity are projected
to a single point, thus minimizing the intra-class scatter to
the extreme and maximizing the relative inter-class separa-
tion simultaneously. This method has a strong discriminative
power and has been a most advanced technique for per-
son re-identification until now. Therefore, we exploit the
NFST approach to combine multi-level features together to
re-identify pedestrian across different cameras for further
improvements. More specifically, we concatenate HOG, CN,
LOMO, and semantic features in turn and then feed them into
the NFSTmethod to identify the same pedestrian in different
camera views. In the fusion scheme, we take into account the
complementary property between multi-level features such

as color, local shape, local maximal occurrence, and deep
semantic features. The experimental results show that the
overall performance can be improved by using our proposed
approach.

4 Experiments

4.1 Datasets and settings

Datasets In our experiments, four widely used datasets are
selected, including Market-1501, CUHK03, PRID2011, and
VIPeR. Market-1501 and CUHK03 are the largest person
re-identification benchmark datasets. For each dataset, we
randomly draw roughly 20% of all training images for vali-
dation. Notice that both the training and validation identities
have no overlap with the test identities. A statistics compar-
ison is shown in Table 2.

Market-1501 [4] contains 32,668 detected person bounding
boxes of 1501 identities. Each identity is captured by six
cameras at most and two cameras at least. The dataset is
randomly divided into training and testing sets, containing
750 and 751 identities, respectively. During testing, for each
identity, one query image in each camera is selected. Each
identity has multiple images under each camera. We employ
the single query and multi-query to evaluate our method on
the provided fixed training and test set as in [4].

CUHK03 [12] includes 28,193 images of 1467 identities,
which is captured with six surveillance cameras. Each iden-
tity is captured in two views and has an average of 4.8 images
in each view. Pedestrian images collected frommultiple pairs
of camera views are all mixed, and they form complex cross-
view modality. It provides both manually cropped person
images and automatically detected person images by the
Deformable Part Model (DPM) detector [28]. We use the
manually cropped images in the experiment. The 20 train-
ing/test splits provided in [12] are used. Two images are
randomly chosen for testing: one is for probe and the other
for gallery.

PRID2011 [26] consists of person images recorded from two
camera views. Camera view A shows 385 persons, while
camera view B shows 749 persons. The first 200 persons
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Table 3 Results by combining
multi-level features on
Market-1501

Features mAP HIT@1 HIT@10 HIT@20 HIT@30

HOG 0.84 3.62 10.42 14.49 17.34

HOG + CN 21.31 47.71 77.52 83.97 87.20

HOG + CN + LOMO 33.37 58.61 86.07 90.56 92.90

HOG + CN + LOMO + DF 34.63 60.01 86.79 91.63 93.68

HOG + CN + LOMO + DF + MultiQ 45.20 70.61 92.41 95.29 96.65

appear in both camera views. The single-shot version is used
in our experiments. We randomly select 100 ones in the first
200 persons for testing, view A is used as probe, and view
B is used as gallery. The remaining persons are used as the
training set.

VIPeR [27] contains 632 identities. Each identity has two
images captured from different viewpoints. Each image pair
was taken from an arbitrary viewpoint under varying illumi-
nation conditions. All images are scaled to 128 × 48 pixels.
We randomly divide the 632 identities into two equal halves:
one for training and the other for testing.

Implementation details Our experiments are based on Caffe
[29]. Our training process is divided into two stages: (1) We
mix the Market-1501 and CUHK03 as a joint dataset and
train our designed SIAN from scratch on the joint dataset.
We use the “step” learning rate policy.We initialize the learn-
ing rate to 0.05 and gamma to 0.04. Momentum and weight
decay are set to 0.9 and 0.0005, respectively. With more
rounds over the training data, the model is trained until it
converges. (2) We further fine-tune all fully connected layers
of the pre-trained SIANon each dataset, respectively.A small
learning rate of 0.0001 is employed in the process of fine-
tuning.

Evaluation protocol For the Market-1501 dataset, there are
multiple cross-camera ground truths for each query. There-
fore, we adopt mean average precision (mAP) to evaluate the
overall performance for all datasets in this paper as in [30,31].
The mAP is computed over all queries as

mAP = 1

|Q|
|Q|∑

j=1

1

m j

m j∑

k=1

Precision(Rjk), (7)

where Q is the query set, m j is the number of ground truths
images in each query, Precision(Rjk) is the average pre-
cision (AP) at the position of returned kth ground truths
images.

Besides, we also adopt the Cumulative Matching Char-
acteristic (CMC) curve, HIT@1, HIT@10, HIT@20, and
HIT@30 which are widely used to evaluate the performance
of person re-identification methods.

4.2 Evaluations on Market-1501

Combination of multi-level features Market-1501 is one of
the largest person re-identification benchmark datasets. We
show experimental results by using HOG, CN, LOMO, our
learned SIAN Deep Features (DF), and multiple queries
(MultiQ) on Market-1501 in Table 3.

Firstly, HOG feature produces a relatively low accu-
racy: HIT@1 accuracy = 3.62% on Market-1501. Secondly,
when integrating CN, LOMO, and DF, we observe consis-
tent improvement in accuracy. For example, mAP increases
from 0.84 to 34.63% (+33.79%), and a larger improvement
can be seen from HIT@1 accuracy, from 3.62 to 60.01%
(+56.39%). It is clear that multi-level features combination
is a very efficient way to improve the identification accuracy.
Finally, we test multiple queries, where each query identity
has multiple query images in a single camera. In the baseline
scenario [4], multi-query by max pooling is slightly superior
to average pooling because max pooling gives more weights
to the rare but salient features. However, from our exper-
imental results, multi-query by average pooling is greatly
superior to max pooling in our approach, because average
pooling takes into account the complementary property of
multi-level features and further improves recognition accu-
racy.

Results between camera pairs To comprehensively evaluate
our method, we provide comparisons between our approach
and baseline in terms of the re-identification results between
all camera pairs, as shown in Fig. 4. We can see that our
approach is considerably superior to baseline in mAP and
HIT@1 accuracy. For different camera pairs, the cross-
camera average mAP and HIT@1 accuracy of baseline are
calculated to be 10.68 and 13.72%, while the cross-camera
average mAP and HIT@1 accuracy of our method are 25.06
and 30.42%. It is clear that our method outperforms the base-
line by a large margin between different camera pairs. This
demonstrates that the combination ofmulti-level features can
overcome the challenges of different camera views in a cer-
tain degree.

Comparison with state-of-the-art methods We compare
our approach with baseline [4], NFST [17], XQDA [8],
KISSME [3], ITML [32], and LMNN [33].When using base-
line and metric learning methods, CN features and LOMO
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Fig. 4 Re-identification performance between camera pairs on
Market-1501: a mAP and b HIT@1 accuracy of baseline [4], and c
mAP and d HIT@1 accuracy of our method. Cameras on the vertical
and horizontal axis are probe and gallery, respectively

Fig. 5 Comparison with the state-of-the-art methods on Market-1501

features are adopted, respectively. Figure 5 plots the CMC
curves of all these methods on the Market-1501. It can be
seen that our approach outperforms all these methods with
large margins. For our method with single query and mul-
tiple query, the HIT@1 accuracy is 60.01% and 70.61%,
respectively. In this sense, it is practicable to adoptmulti-level
features combination for improving person re-identification
accuracy.

Figure 6 shows several sample results of our method on
Market-1501 dataset. As you can see clearly, there are some

challenging problems in these samples such as the large
variations of viewpoints, illuminations, poses, and cluttered
backgrounds, but our method can still give a much higher
identification accuracy, which are shown in the first six rows
of Fig. 6. In particular, even if there are dramatic color vari-
ances caused by the changes in illuminations in the second
row and the fifth row of Fig. 6, our method can still work
well. Besides, if the appearances of samples are very similar
as shown in the last two rows of Fig. 6, our method does not
work well. In view of these special cases, our approach still
has room for future improvements.

4.3 Evaluations on CUHK03

Combination of multi-level features CUHK03 is another of
the largest person re-identification benchmark dataset, and
the labeled version with manually cropped person images is
used for experiments. We conduct experiments to validate
the proposed approach by using HOG, CN, LOMO, and DF.
Experimental results show that a larger improvement can be
found in mAP and accuracy by gradually integrating CN,
LOMO, and DF. For example, mAP increases from 4.83%
to 55.26% (+50.43%), and HIT@1 accuracy increases from
4.85% to 62.03% (+57.18%), as shown in Table 4.

Comparison with state-of-the-art methods We compare the
proposed method with BoW+Geo+Gauss [4], NFST [17],
XQDA [8], KISSME [3], ITML [32], and LMNN [33].When
usingBoW+Geo+Gauss andmetric learningmethods, CN
features and LOMO features are used, respectively. Figure 7
plots theCMCcurves of all thesemethods onCUHK03. It can
be seen that our approach outperforms all these methods. It is
also worth mentioning that BoW+Geo+Gauss by employing
the CN feature does not work well owing to the poor color
information of person images on CUHK03. It only achieves
14.35% in HIT@1 accuracy.

4.4 Evaluations on PRID2011 & VIPeR

Combination of multi-level features PRID2011 and VIPeR
are all small-scale person re-identification benchmark
datasets. We conduct experiments for evaluating the pro-
posed approach by using HOG, CN, LOMO, and DF. As
shown in Table 5, when CN, LOMO, and DF are inte-
grated, a consistent improvement in accuracy is observed
on PRID2011. For example, mAP increases from 5.34 to
32.40% (+27.06%), and a larger improvement can be seen
from HIT@1 accuracy, from 3.00 to 28.00% (+25.00%).
As for VIPeR, Experimental results show that a larger
improvement can be found in mAP and accuracy by grad-
ually integrating CN, LOMO, and DF. For example, mAP
increases from6.51 to 47.76% (+41.25%), andHIT@1accu-
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Fig. 6 Sample results of our method on Market-1501 dataset. The query is in blue box, and the top 15 results are listed. The true positive results
are in green box; otherwise, red (color figure online)

Table 4 Results by combining
multi-level features on CUHK03

Features mAP HIT@1 HIT@10 HIT@20 HIT@30

HOG 4.83 4.85 27.64 36.08 46.41

HOG + CN 32.52 43.04 78.69 86.71 89.45

HOG + CN + LOMO 53.51 59.70 88.61 94.51 96.84

HOG + CN + LOMO + DF 55.26 62.03 91.35 95.78 96.84

racy increases from 3.80 to 41.14% (+37.34%), as shown in
Table 6.

Comparison with state-of-the-art methods We compare
our method with BoW + Geo + Gauss [4], NFST [17],

XQDA [8], KISSME [3], ITML [32], and LMNN [33].When
usingBoW+Geo+Gauss andmetric learningmethods, CN
features and LOMO features are adopted, respectively. Fig-
ures 8 and 9 plot the CMC curves of all these methods on

123



734 S. Li, H. Ma

Fig. 7 Comparison with the state-of-the-art methods on CUHK03

PRID2011 and VIPeR. Because the scales of PRID2011 and
VIPeR are all very small, our approach only outperforms all
these methods by a small margin on VIPeR, and XQDA by
using the LOMO feature is slightly superior to our method
on PRID2011. As before, BoW + Geo + Gauss by employ-
ing the CN feature gives a bad result owing to the poor color
information of person images on VIPeR. It only achieves
16.14% in HIT@1 accuracy.

5 Conclusion

In this paper, we have comprehensively analyzed the prop-
erties of multi-level features. We mainly focus on learning
high-level features and combinemulti-level features together
to re-identify a person across different cameras. Firstly,

Fig. 8 Comparison with the state-of-the-art methods on PRID2011

Fig. 9 Comparison with the state-of-the-art methods on VIPeR

Table 5 Results by combining
multi-level features on
PRID2011

Features mAP HIT@1 HIT@10 HIT@20 HIT@30

HOG 5.34 3.00 11.00 27.00 37.00

HOG + CN 10.27 7.00 29.00 39.00 51.00

HOG + CN + LOMO 25.84 20.00 59.00 74.00 80.00

HOG + CN + LOMO + DF 32.40 28.00 64.00 79.00 85.00

Table 6 Results by combining
multi-level features on VIPeR

Features mAP HIT@1 HIT@10 HIT@20 HIT@30

HOG 6.51 3.80 17.41 27.22 37.34

HOG + CN 27.62 21.20 65.19 81.96 88.61

HOG + CN + LOMO 48.01 41.46 83.23 94.30 97.15

HOG + CN + LOMO + DF 47.76 41.14 82.91 93.99 96.84
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we design a SIAN to automatically learn semantic fea-
tures for person re-identification in different camera views.
Furthermore, multi-level features are combined into the dis-
criminative null space with the kernel-based NFST method.
Finally, experimental results on fourwidely usedbenchmarks
demonstrate that the proposed method achieves the best per-
formance.

Although our approach obtains a promising performance
in person re-identification, it does not work well for per-
son with very similar appearance. Nevertheless, as biometric
information, gait has the unique capability to identify a per-
son from others. In the future work, we will further combine
gait feature with appearance for better recognition perfor-
mance.
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