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Abstract
Purpose – Starting from a series of financial ratios analysis, this paper aims to build up two indices which
take into account both the firm’s debt level and its sustainability to investigate if and to what extent the
proposed indices are able to correctly predict firms’ financial bankruptcy probabilities.
Design/methodology/approach – The research implements a statistical approach (tandem analysis)
based on both an original use of principal component analysis (PCA) and logit model.
Findings – The econometric results are compared with those of the popular Altman Z-score for different
lengths of the reference period and with more recent classifiers. The empirical evidence would suggest a good
performance of the proposed indices which, therefore, could be used as early warning signals of bankruptcy.
Practical implications – The potential application of the model is in the spirit of predicting bankruptcy
and aiding companies’ evaluation with respect to going-concern considerations, among others, as the early
detection of financial distress facilitates the use of rehabilitation measures.
Originality/value – The construction of the indebtedness indices is based on an original use of Robust
PCA for skewed data.
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1. Introduction
Owing to the international financial crisis, both the number and the average size of bankrupt
firms have increased dramatically with consequent greater interest from governments,
financial institutions and regulatory agencies.

A correct measure of firms’ insolvency risk is very important for both an internal
monitoring purpose and the potential investors, stockholders and firm’s competitors. The
purpose of this study is to construct, analyze and test a new bankruptcy prediction model
which can be easily applied as an early warning instrument. The potential application of our
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model is in the spirit of predicting bankruptcy and aiding companies’ evaluation with respect to
going-concern considerations, among others, since the early detection of financial distress
facilitates the use of rehabilitation measures. Insolvency is mostly a consequence of a sharp
decline in sales which can be caused by several and different factors like a recession,
management deficiencies, important changes in market dynamics, shortage of a raw material,
changes in lending conditions, etc. An early warning signal of bankruptcy will allow for the
adoption of preventive and corrective measures. Hence, our study aims to contribute to the
elaboration of efficient and effective corporate failure prediction instruments to prevent
bankruptcy through the adoption of reorganization strategies. Failure, indeed, is not
identifiable in a specific episode but in a process of progressive worsening of the financial
health of a company.

Our study contributes to the literature in several ways. First, we attempt to improve the
research model by implementing a statistical approach (tandem analysis) based on both an
original use of robust principal component analysis (RPCA) and logit model. We
demonstrate that our combined method of RPCA and logit estimation is promising in
evaluating firms’ financial conditions. Second, we keep and then analyze separately the debt
structure of the firm and its sustainability to avoid a masking effect potentially resulting
from an analysis that does not discriminate among variables related to different aspects of
the same phenomenon. Third, we attempt to evaluate both the effectiveness and the
efficiency of our model, i.e. its economic and organizational usability in an operational
context (Cestari et al., 2013). Fourth, logistic regression estimates are compared with those of
the popular Altman Z-score for different lengths of the reference period. In addition to
several models that have been tested by the relatively short one-year prediction horizon, we
test the predictive power of our model several years prior to bankruptcy. Hence, we propose
an approach which can be used to catch early warning signals of bankruptcy. Finally, the
paper reports an application to Italian manufacturing firms. As a small sample size appears
to be a limitation and “. . . any newmodel should be as relevant as possible to the population
to which it will eventually be applied” (Altman, 1977), we consider the whole population of
Italian manufacturing companies including small, medium and large firms.

The paper is organized as follows: Section 2 summarizes the related literature; Section 3
illustrates our methodology; Section 4 shows an application to Italian manufacturing firms
and illustrates the empirical findings; Section 5 shows the reliability of the model; Section 6
illustrates the hazardmodel estimates; and Section 7 concludes.

2. Literature review
Bankruptcy has been the subject of numerous studies over the past few years[1].
Researchers have investigated both the causes and the legislative and financial tools
available to start a process of recovery/rehabilitation of the firm. Especially after the
international financial crisis, there has been a general need to predict insolvency and
financial failure on time to take corrective and remedial measures for protecting business
from the problem of bankruptcy.

A broad international field of study has focused on predicting bankruptcy using
statistics and financial indicators. Prior to the development of quantitative measures of
company performance, agencies were established to supply qualitative information
assessing the creditworthiness of firms. During the 1930s many models were developed to
help banks decide whether or not to approve credit requests (FitzPatrick, 1932; Smith and
Winakor, 1935; Wall, 1936). Bellovary et al. (2007) traced a brief historical summary of the
early studies (1930 to 1965) concerning ratio analysis for bankruptcy prediction that laid the
groundwork for the studies that followed.

Improve
bankruptcy
forecasting

297



At the end of the 1960s, several applications of univariate and multivariate statistical
methods were developed. One of the classic works in the area of ratio analysis and
bankruptcy classification was performed by Beaver (1968). His univariate analysis of a
number of bankruptcy predictors set the stage for the multivariate analysis applied by
Altman (1968) and Deakin (1972), followed by several authors (Blum, 1974; Elam, 1975;
Libby, 1975; Wilcox, 1976; Altman, 1977; Taffler, 1982; Appetiti, 1984; Flagg et al., 1991;
Shumway, 2001; Agarwal and Taffler, 2011). In his seminal study on bankruptcy detection,
Altman (1968) improved research methodology by use of multiple discriminant analysis
(MDA) where the discrimination was determined by a score – the «Z-score»–calculated on
the basis of five accounting ratios.

After Altman’s seminal study, the linear discriminant analysis has been intensively used
in practice mainly because of the simplicity of its application. However, Joy and Tollefson
(1975) have criticized the excessive broadness of the so-called gray area and the difficulty of
application in predicting bankruptcy ex ante. Others have questioned that MDA implies the
respect of some strict statistical restrictions such as the normality of the distribution of the
explanatory variables and requirement for the same variance-covariance matrices for both
groups of bankrupt and non-bankrupt companies.

As a consequence, later studies have tried to upgrade the methodology and improve the
predictive power of the models. Several authors have used logit and probit models – instead
of MDA – according to whether the residuals follow a logistic or normal distribution. Ohlson
(1980) was the first to use the logit model, followed by several authors (Mensah, 1984;
Zavgren, 1985; Burgstahler et al., 1989; Flagg et al., 1991; Platt and Platt, 1991; Johnsen and
Melicher, 1994; Nam and Jinn, 2000; Foreman, 2003; Vuran, 2009). In other studies, the probit
models were implemented (Zmijewski, 1984; Gentry et al., 1985; Lennox, 1999). Similar
methodologies – like duration models – have been developed to consider several periods in
the analysis (Shumway, 2001; Beaver et al., 2005; Duffie et al., 2007). The recent empirical
evidence indicates that prediction of insolvency and credit risk management can be improved
by incorporating also nonfinancial information (management, employees, clients, industry,
etc.) in failure prediction models. Nevertheless, only few papers (Grunert et al., 2004; Berk
et al., 2010; Pervan and Kuvek, 2013) explicitly use non-financial variables to predict failure.

More recently, some authors have resorted to artificial intelligence expert system (AIES)
models for bankruptcy prediction. Several types of AIES models have been implemented such
as recursively partitioned decision trees, case-based reasoning models (Kolodner, 1993), neural
networks (Odom and Sharda, 1990; Yang et al., 1999; Kim and Kang, 2010), genetic algorithms
(Varetto, 1998; Shin and Lee, 2002), rough sets model (Dimitras et al., 1999) or “new age”
classifiers. Ravi Kumar and Ravi (2007) present a comprehensive review of the work done in
the application of intelligent techniques showing the basic idea, advantages and disadvantages
for each methodology. In some circumstances these AIES models would slightly outperform
classical models like discriminant and logistic analysis (Behr and Weinblat, 2016; Jones et al.,
2017) but they are based on complex underlyingmodel structures.

Note that another contemporaneous branch of literature, likewise important but different
from a methodological point of view, aims at forecasting default risk for publicly traded
companies.

More specifically, the literature on bankruptcy includes two different classes of default
models.

A first class of models, based on Merton (1974) and more recently on Vassalou and Xing
(2004), compute default likelihood indicators (DLI) for listed companies. They use themarket
value of a firm’s equity and an estimate of the market value of debt – instead of the book
value of debt, as the accounting models do – in calculating its default risk. Market prices
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reflect investors’ expectations about a firm’s future performance. As a result, they contain
forward-looking information.

A second class of methods includes the accounting models, based on the seminal study
by Altman’s (1968) Z-score model and Ohlson’s (1980) conditional logit model, which use
information derived from financial statements and can be applied to different forms of firms
(both listed and non-listed companies). Such information is backward looking since financial
statements aim to report a firm’s past performance, rather than its future prospects.

The accounting models, on their turn, can be roughly divided into two main groups both
exposed to some potential criticism. The first category includes bankruptcy risk scores
based on multivariate statistical methods or econometric techniques which are easy to apply
but show a relatively low performance in terms of prediction capacity. Moreover, Eisenbeis
(1977) and Ohlson (1980) found that there were some inadequacies in MDA with respect to
the assumptions of normality and group dispersion. These assumptions are often violated in
MDA, therefore biasing the test of significance and estimated error rates.

The second group includes more sophisticated forecasting methods which are usually
characterized by a very high performance but are very difficult to apply in evaluating the
financial health of a firm. The main disadvantages of these complex models are the
difficulty of building up the underlying data structure, the required time to carry out
the iterative process and the effort for model interpretation.

Our approach, based on both an original use of robust principal component analysis
(RPCA) and logit model, is positioned between the two families of accounting methods. More
specifically, it can be part of the first group of methods with respect to relative simplicity
underlying the model structure, but improves the bankruptcy predictive power in line with
the second group of studies. PCA is able to identify clearly patterns in data and highlight
their similarities and differences. It is a powerful tool for analyzing data especially when
patterns are difficult to find because of the high dimension of data or because graphical
representation is not available. Another advantage of PCA is that – after finding patterns in
the data and reducing the number of dimensions – the loss of information is minimal since
the first principal component maximizes variance. In addition, the robust principal
component analysis (RPCA) for skewed data proposed by Hubert et al. (2009) and used in
our analysis allows coping with the common asymmetry that typically characterizes the
distribution of financial ratios, overcoming the issue of normal distribution that is required
by several multivariate statistical methods.

The review of the literature also suggests additional areas for model improvement,
explicitly incorporated in our analysis. First, much past research has employed relatively
small samples of firms; recent evidence suggests that large samples are critically necessary
to generalize empirical results. Second, financial ratios have been dominant explanatory
variables in most research to date; it may be worthwhile to include nonfinancial variables
and corporate governance structure in addition to financial variables. Third, several models
have been tested by the relatively short one-year prediction horizon; it would be desirable to
test the predictive power several years prior to bankruptcy. It is very important to consider
how far ahead the model is able to predict bankruptcy accurately. Clearly, a model that is
able to predict bankruptcy accurately earlier becomes more valuable for the investors and,
at the same time, useful for the adoption of effective policies.

3. Methodology
This section describes our methodology including conceptual and operational definition of
the variables used in the study. The basic idea is to maintain and treat separately the debt
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level of a firm and its sustainability. Indeed, companies might be characterized by a similar
level of indebtedness but different degrees of vulnerability.

For this reason, in the first step of the analysis, we independently define and estimate a
debt index and a sustainability index of such debt. In the second step, we evaluate the
reliability of our indices as early warning signals of financial bankruptcy by applying a
logistic regression technique which allows us to specify the probability of default as a
function of our indices and other explanatory variables.

3.1 Assessment of the financial health of the firms
The financial and accounting literature suggests that a firm’s financial condition is better
evaluated by considering several aspects of the indebtedness phenomenon (leverage,
indebtedness capacity, form of the financial debt, net financial position, etc.). In formal
terms, DEBT = f (x1,x2,. . .,xn) for a set of variables xi, i = 1. n related to the indebtedness
condition of a firm, and f an unknown function. Following this approach (Bartoli, 2006;
Brealey and Myers, 2001; Fridson, 1995), we build up a debt index which considers the
multifaceted aspects of debt and assumes the following linear specification:

DEBTINDEX ¼ a1
FD
N

þ a2
CL
FD

þ a3
FD
CF

þ a4
CL
CA

þ a5
NTCA
N

þ a6
TFA

LTDþ N
;

ai 2 R; i ¼ 1; 2; . . . ; 6

FD/N is the ratio of the Total Financial Debt (FD, given by Current Liabilities (CL) þ Non
current Liabilities) to the Shareholders Funds (N); it indicates the leverage of the firm. CL/FD
is the ratio of the Current Liabilities (Payables due within 12 months þ Total accrued
expenses and deferred income) to the Total Financial Debt and gives information on the form
of financing of the firm. FD/CF is the ratio of the Total Financial Debt to the Cash-Flow (CF,
given by Profit for period þ Depreciation) and represents the inability of firm’s internal
finance to cover the total debt. CL/CA is Current Liabilities over Current Assets (CA, given by
Total current assetsþ Total accrued income and prepaid expenses), that is the inverse of the
current ratio. NTCA/N is the ratio of the Net Technical Assets (NTCA, that is Tangible fixed
assets) to the Shareholders Funds and indicates the inverse of the capitalization rate of
technical assets. Finally, TFA/(LTDþN) is Total Fixed Assets (TFA, given by Intangible
fixed assetsþ Tangible fixed Assetsþ Other fixed Assets) over the sum of Long-Term Debt
(LTD, measured as Bonds beyond 12 months þ Convertible bonds beyond 12 months þ
Because of banks beyond 12 months þ Because of other lenders beyond 12 months) and
Shareholders Funds and represents the equilibrium between fixed assets and long term
liabilities. High values indicate that the firm may be forced to find more financial sources
through short-term debt, usually subject to higher interest rates.

While a moderate level of debt can spur firm performance, an important element to
consider when assessing firms’ creditworthiness is the vulnerability of such debt. The
maturity structure of assets and liabilities can provide valuable information about their
vulnerability to changes in financing conditions. However, on the euro area level, short-term
funding accounts for a small proportion of total funding, thus the maturity structure has a
limited informative power (European Central Bank, 2013). Hence, an important factor for the
assessment of the sustainability of debt is the debt service burden of firms, which indicates
the proportion of their income needed for servicing debt. As for the DEBTINDEX, we assume
a linear specification to define the following index describing firm’s weakness to cover the
amount of interests on debt:
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WKNINDEX ¼ d 1
IP

EBIT
þd 2

IP
EBITDA

þ d 3
IP
CF

; d ieR; i ¼ 1; 2; 3

where IP is the Interest Paid (Total financial charges), EBIT the Earnings Before Interest
and Taxes (Operating Profit/Loss), EBITDA the Earnings Before Interest, Taxes,
Depreciation and Amortization (Operating Profit/Loss þ Depreciation). CF indicates cash-
flow.

Note that higher values of the WKN index indicate lower sustainability of debt, hence
higher firms’ debt vulnerability.

3.1.1 Robust statistical estimation of DEBT and WKN indices. The classical multivariate
statistical methods are based on the assumption of normal distribution of variables, but
financial data are often characterized by asymmetric distribution. For this reason, to
estimate the DEBT and WKN indices, we use a new robust version of PCA, through which
we obtain the values of the coefficients ai and d i associated with each financial ratio.

PCA is a dimension reduction technique which transforms the observed variables into a
small number of new variables while retaining as much information as possible. PCA is
often the first step of a data analysis, followed by other statistical and/or econometrics
techniques.

Traditional PCAmakes use of eigenvalues and eigenvectors of the classical (from sample
or population) covariance matrix; hence, it is sensitive to outliers and asymmetric
distribution of variables. Various robust alternatives have been proposed in the literature
(Hubert et al., 2005 for a review). Here, to estimate robustly the a and d coefficients of the
DEBT and WKN indices, we apply a robust PCA technique – called modified RPCA for
skewed data – suggested by Hubert et al. (2009). As in the classical case, these new PCs are
linear combinations of original variables, they are uncorrelated and they are extracted
according to their importance in terms of explained variance of the original variables. Hence,
the first principal component explains a percentage of variance greater than the second one
and so on. The number of extractable PCs is equal to the number of original variables, but
eigenvectors and eigenvalues solutions of PCA problem is based on a robust estimate of the
covariance matrix of the data (Hubert et al., 2005; 2009).

In real applications, when a PCA analysis is performed, if the original variables have a
good degree of correlation, so that a high percentage of the original variance can be
explained by few PCs, the first principal component (PC1) is considered a good
approximation of the data matrixX. Indeed, the explained variance represents a measure of
the summary power of the data given by the first component and it is high if there is a good
degree of correlation between the original variables. Usually, a percentage around 50-60 per
cent of variance explained by the first principal component is considered a good value of
summary power (Soares et al., 2003, p. 128; Hair et al., 2010, p. 109).

As accounting data tend to move in the same direction, and more or less proportionately,
it is believed that collinearity is always present (Horrigan, 2000). Therefore, we expect the
first PC of the two sets of financial ratios to explain a proper percentage of variability, so
that DEBTINDEX and WKNINDEX can be properly estimated with the coefficients given by
the eigenvector defining the first robust principal component (RPC1) of the firm’s financial
ratios data matrix.

3.2 Assessment of the probability of default
To evaluate the reliability of the proposed indices as early warning signals of financial
bankruptcy, we apply a logistic regression technique which allows us to specify the
probability of default as a function of a set of explanatory variables. Specifically, the
dependent variable is a dichotomous variable that takes value 1 for defaulting firms (the
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firm is under bankruptcy procedure, it has filed for bankruptcy or it is subject to liquidation
in 2011), 0 otherwise (the firm is still active in 2011). In formal terms:

pi;t ¼ Pr Yi;t ¼ 1
� � ¼ F xi;t�nbð Þ (1)

where pi,t is the probability that the dependent variable Y = 1 for individual firm at time t =
2011, F(_) is the logistic cumulative distribution function, xi,t-n is the set of explanatory
variables thought to affect pi,t with n = 1. . .5; b are the regression coefficients. The
explanatory variables are expressed as follows:

Pr Yi;t ¼ 1
� � ¼ F b 0 þ b 1DEBTi;t�n þ b 2WKNi;t�n þ b 3SIZEi;t�n

�

þ b 4AGEi;t�n þ b 5Downi;t�n þ b 6Dmulti;t�n

þ b 7PRODi;t�n þ b 8Xregioni;t�n þ b 9Ysectori;t�nÞ (2)

i = 1. . .mwhere i is the ith firm, n= 1. . .5.
In accordance with the general literature on bankruptcy, the model considers the

financial structure of the firm. The first two explanatory variables, given by the DEBT and
WKN scores computed in the first step of the analysis, take into account the financial health
of the firm by measuring both the debt level and its vulnerability. As expected, several
works find a significant relation between the financial structure of the firms and their
probability of default or exit from the market (Molina, 2005; Graham et al., 2011;
Hovakimian et al., 2012).

Following recent literature (Chava and Jarrow, 2004; Bhimani et al., 2014, among the
others), the model includes other regressors to control for additional non-financial
characteristics of the firms, expected to be important in determining their probability of
default. Both the theoretical and empirical literature suggest that age and size of the firms
impact significantly on their performance (Klepper and Thompson, 2006). More recent
studies also analyze the effects of productivity, industrial organization and ownership
structure on firm performance (Dunne et al., 1989; Disney et al., 2003; Beck et al., 2006; Foster
et al., 2006).

Therefore, equation (2) includes additional nonfinancial variables reported hereafter.
The variable SIZEi is computed in terms of a firm’s annual turnover and measured in

hundred thousands of Euros.
The variable AGEi is the age of a firm since its foundation.
D_owni is a dummy variable equal to 1 for fully concentrated ownership (unique

partner), 0 otherwise (fragmented ownership, several partners). It is a signal of corporate
governance since firms in countries with weaker investor protection also have more
concentrated ownership (La Porta et al., 1999).

D_multi is a dummy variable equal to 1 for multinational firms, 0 otherwise.
Multinational firms have been identified through the analysis of ownership data, by
selecting companies owning foreign subsidiaries (ownership share equals 51 per cent by
default).

The variable PRODi indicates labor productivity and it is given by value added per
employee.

Finally, to take into account the characteristics of the institutional and financial
environment in which the firms operate and the specificities of the industrial sectors, we
consider both regional dummies and sector dummies as explanatory variables, included in
the vectors X and Y respectively. The manufacturing sectors are defined to include firms in
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the NACE Rev.2 primary codes 10-32. Hence, the model includes 20 regional dummies and
23 sector dummies.

4. An application to Italian firms
This section illustrates the results of our empirical analysis applied to Italian manufacturing
firms, based on accounting data taken from the Aida Database, published by Bureau Van
Dijk. After dealing with missing data, we build up an appropriate database including 31958
small, medium and large firms (see the Appendix for a description of the sample).

The work is carried out on the balance sheet and income statement over the 2006-2010
period to analyze the characteristics of firms affecting their probability of default after 5
years, in 2011. A firm is considered to have defaulted if it is under bankruptcy procedure, if
it has filed for bankruptcy or it is in liquidation; we exclude firms with temporary financial
problems or companies which have voluntarily chosen liquidation for economic
opportunity, mergers or acquisition.

4.1 Estimation of DEBT and WKN indices
In this paragraph, we present the results obtained by applying the Robust PCA analysis to
the Italian case[2].

To estimate DEBT andWKN coefficients, the Robust PCA algorithm has been applied to
average values of financial ratios 2006-2010 to increase the stability and the reliability of our
financial indices.

After applying the Robust PCA method, we obtain new RPCs variables that are a linear
combination of original financial ratios; they are uncorrelated andmaximize variance.

As expected, the first robust principal component represents the most important
dimension in explaining changes of financial conditions since it explains 72.5 per cent of the
total variance. Thus, we retain RPC1 to estimate the coefficients aiforDEBTINDEX

DEBTINDEX ¼ 0:9192
FD
N

þ 0:0045
CL
FD

þ 0:0885
FD
CF

þ 0:0254
CL
CA

þ 0:3706
NTCA
N

þ 0:0657
TFA

LTDþ N

With reference to financial ratios included in the WKNINDEX, the first robust principal
component is also the most important dimension in explaining changes in the sustainability
of firms’ debt. It explains 56.2 per cent of the total variance of the financial ratios. As for
DEBTINDEX , we estimate the coefficients d iforWKNINDEX by retaining only RPC1:

WKNINDEX ¼ 0:1572
IP

EBIT
þ 0:2515

IP
EBITDA

þ 0:9550
IP
CF

Robust principal components and eigenvalues for DEBTINDEX and WKNINDEX are reported
in the Appendix (section A.2).

4.2 Econometric results
Table I shows the logistic regression estimates for different lengths of the reference period,
in particular for 1, 2, 3, 4 and 5 years before failure [3].

Those variables performing well in the latest year before failure will not necessarily
perform well in the other years prior to failure. Some variables, however, can play an
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important role in more than one regression given the long-run nature of some factors leading
to failure.

Given the non-linearity of the first-order conditions with respect to parameters, a solution
of numerical approximation is adopted that reaches convergence after five reiterations.
Table I reports the maximized value of the log-likelihood function for all the regressions.

To avoid the risk of multicollinearity among variables, the computed bivariate
correlation test was carried out. It does not reveal any linear relation among variables. To
further corroborate this result we have computed two additional measures, namely the
“tolerance” (an indicator of howmuch collinearity a regression analysis can tolerate) and the
VIF (variance inflation factor, an indicator of howmuch of the inflation of the standard error
could be caused by collinearity). Since both measures are close to 1 for the considered
variables, we can exclude anymulticollinearity.

Turning to the analysis of the estimates, our empirical findings show that both the
DEBT score and the WKN score are statistically significant at 1 per cent level with the
expected positive sign. An increase in firm’s debt level and/or in its unsustainability
significantly increases the probability of default.

Table I also reports the odds ratio of the logistic regression, which coincides with the
exponential value of the estimated parameters. Considering one year prior to failure (2010),
for a unit increase in the DEBT score, the odds of bankruptcy increases by 44 per cent,
holding the other variables constant. Likewise, a unit increase in the WKN score raises the
odds by 67.9 per cent. In other words, firms that are exposed to high debt are more than 1.44
times (e0.365) more likely to fail than the other firms; firms with an unsustainable debt are
more than 1.68 times (e0.518) more likely to go to bankrupt than the other firms.

From these results, it is clear that the level of indebtedness and its nature are important
factors in explaining firms’ default risk. Interestingly, both indices enter with the highest
coefficients in all the regressions, that is for different lengths of the reference period.
Moreover, the coefficient associated with the vulnerability of debt is always greater than
that related to the absolute level of debt[4]. Hence, it is certainly true that total amount of
debt and its composition signal the financial health of the company, but the capacity/
potential of the firm to sustain such debt is a more important factor to consider in firms’
creditworthiness evaluation.

With reference to the other explanatory variables, firm size enters with negative sign at
10 per cent level of significance; therefore, larger companies would face lower probability of
default. Note, however, that firm size is not significant when we consider a long period prior
to failure. Age enters at 1 per cent level with negative sign, suggesting that younger firms
are more likely to go to bankruptcy than older companies. These results confirm previous
empirical findings on the impact of age and size on firm performance (European Central
Bank, 2013; Hurst and Pugsley, 2011; Fort et al., 2013). In a recent work on Italian
manufacturing firms, Ferretti et al. (2016) obtain similar results.

Ownership concentration would enter with negative sign in the first year prior to failure
suggesting that alignment of interests in fully concentrated ownership firms reduces the
probability of financial instability and default. The variable, however, is not significant in
explaining the probability of default in themajority of regressions.

On the contrary, being a multinational firm would impact significantly and negatively on
the probability of bankruptcy, presumably because of the diversification of risk among
different markets worldwide.

Labor productivity, on the contrary, does not seem to influence the probability of default.
As expected, the pseudo R-square increases when the reference period before failure

reduces.
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Moreover, both the coefficients (thus the odds ratios) and, for some regressors, the
significance levels decrease when an increasing number of years is considered before failure.
However, the estimates suggest that while some variables (like the annual turnover) are
strongly significant in the latest year before failure but less significant – or not significant –
in the other years prior to failure, the DEBT andWKN scores always enter at 1 per cent level
of significance with the expected positive sign. They play an important role in determining
the probability of default for several years before bankruptcy, mainly because of their long-
run nature within the process leading to failure.

For a comparison, following Altman et al. (2013) and Altman, et al. (1994), we have re-
estimated the Altman (1983) Z-score for our Italian data. We have then estimated the logit
model including the Altman Z-score instead of the DEBT and WKN scores. Empirical
findings, reported in Table II, show that the Altman Z-score enters significantly with the
expected negative sign. The rest of the results are quite similar in both sign and level of
significance. Paragraph 5 compares the reliability of both models.

4.3 Interaction effect between DEBT and WKN
In this paragraph, we estimate the interaction effect between DEBT and WKN to infer how
the effect of DEBT (WKN) on the dependent variable depends on the magnitude of WKN
(DEBT). We compute the interaction term in our logit model following Ai and Norton (2003).
The correct marginal effect of a change in the two interacted variables and the correct
standard errors has been computed in accordance with Norton et al. (2004). Estimates are
based on the same variable list reported in equation (2) plus the interaction term between
DEBT andWKN.

The interaction effects and the z-statistics are illustrated in Figure 1 and Figure 2,
respectively. Both DEBT and WKN are statistically significant at conventional levels, as
well as their interaction. Hence, the effect of DEBT (WKN) on the probability of default
depends on the level ofWKN (DEBT), as well as on other covariates.

The main effects imply that firms with higher debt and vulnerability are more likely to
go bankrupt and the mean interaction effect is positive (0.0028482) (Table III). Note,
however, that the interaction effect varies widely. For some observations, it is positive and
for others it is negative. For firms whose predicted probability of bankruptcy is low (toward
the left end of Figure 1), the interaction effect between DEBT andWKN is positive; thus, the
association between one of the two predictors and the dependent variable increases if the
other predictor increases. Hence, the more positive DEBT is, the more positive effect of
WKN on probability of default becomes.

Where firms have a relatively higher predicted probability of bankruptcy, their
interaction effects are all negative. That means there is “negative synergy” between the two
interacted variables, so their presence at the same time dampens the effect. As debt
increases, the effect of WKN on the probability of bankruptcy gets lower and lower. To put
it differently, debt and WKN behave like substitutes: it is sufficient that one of them
increases – for a given level of the other – to increase bankruptcy probability.

Note that Figure 1 refers to year 2010, but we obtain similar graphs for previous years
(available upon request).

5. Reliability of the model
To evaluate the model we compute the percentage of overall correct classifications, which
gives us the per cent of correct predictions of our model (Table IV). In total, 97.24 per cent of
predicted probability is correctly classified in 2010. More specifically, in 2010, 400 firms are
misclassified, consisting of 389 non-failed firms, and 11 failed firms. Hence, the estimated
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chance ofmisclassification is 2.76 per cent. Misclassification increases when the length of the
reference period increases. For the second, third, fourth and fifth years prior to failure, the
estimated chance of misclassification is 4.23, 5.30, 5.74 and 5.84 per cent, respectively.

Note that, in terms of classification accuracy, our model and the Altman Z-score perform
similarly in the first two years before failure. However, a greater discrepancy occurs in the

Figure 1.
Interaction effects
after logit

Figure 2.
Z-statistics of
interaction effects
after logit
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third, fourth and fifth years prior to failure with expected overall accuracy rates of 94.71
per cent, 94.28 per cent and 94.17 per cent for DEBT-WKN scores versus 94.65 per cent,
93.92 per cent and 94.11 per cent for the z-score.

Upon deeper analysis, the empirical findings indicate that our model and the Altman
Z-score show different percentages of first and second type errors. Type I errors refer to
firms that are actually defaulting, but are classified as non-default firms. Type II errors refer
to non-defaulting firms that are incorrectly classified by the model as default firms. As
argued by Bottazzi et al. (2011) and Modina and Pietrovito (2014), it is standard to prefer
prediction models that reduce the Type I error, that is, models that maximize the percentage
of correctly classified defaults. For a bank, and also from a social point of view, it is more
costly to fail to predict a default than to classify a non-default firm as a default firm.

Interestingly, our empirical findings show that the first type crucial error rates for
misclassifying failed firms, as non-failed firms for the first five years prior to failure are
always lower in our model in comparison with the Altman Z-score.

We have further assessed the model’s ability to classify accurately observations using a
receiver operating characteristic (ROC) curve. The area under the ROC curve (AUC) is a
measure of discrimination; a model with a high area under the ROC curve suggests that the
model can accurately predict the value of an observation’s response. Our model provides
outstanding discrimination since the AUC for the first five years prior to failure is 0.83, 0.80,
0.79, 0.78 and 0.77 (Table IV). Note that the area under the ROC curve computed with the
DEBT-WKN scores is always greater than the area computed with the Altman Z-score.

Finally, to test the model fit, Hosmer and Lemeshow’s test was evaluated. A good fit will
yield a large p-value. With a p-value of 0.42, our model fits the data well.

The overall evidence suggests that, in terms of classification accuracy and reliability, our
model would outperform Altman Z-score for prediction of corporate failure. This is
especially true in the third, fourth and fifth years prior to failure indicating our DEBT–WKN
indices to be good early warning signals of probable bankruptcy.

Table III.
Interaction effect,

standard error and
z-statistic – summary

statistics

Variable Obs Mean SD Min Max

_logit_ie 27702 0.0028482 0.0042808 �0.037341 0.0060973
_logit_se 27702 0.0007213 0.0010507 1.44e-09 0.0117573
_logit_z 27702 11.9979 8.075172 �16.42664 26.45633

Source: Own elaborations

Table IV.
Model reliability

Year -1 2010 Year -2 2009 Year -3 2008 Year -4 2007 Year -5 2006
DEBT-
WKN Z-score

DEBT-
WKN Z-score

DEBT-
WKN Z-score

DEBT-
WKN Z-score

DEBT-
WKN Z-score

Correctly classified (%) 97.24 97.22 95.98 96.00 94.71 94.65 94.28 93.92 94.17 94.11
Type I error (%) 2.69 2.74 3.94 3.99 5.18 5.27 5.58 5.95 5.72 5.80
Type II error (%) 0.07 0.04 0.09 0.02 0.12 0.09 0.16 0.15 0.12 0.10
AUC 0.83 0.78 0.8 0.73 0.79 0.72 0.78 0.73 0.77 0.72

Notes: A firm is classified as default whenever its estimated probability of default (pi) is higher than 0.5; it
is classified as non-default otherwise. We refer to first type errors when the model classifies as healthy a
critical firm. We refer to second type errors when the model classifies as critical a healthy firm
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In Figure 3, we compare our methodology with one of the best performing “new age”
classifiers, which is the random forests model, that belongs to the same branch of literature.
Figure 3 reports the ROC curves one year before bankruptcy, but the curves of each
preceding year are available upon request. Empirical evidence shows that the AUC for our
model (on the left) is 0.8320; it is quite similar to the estimated AUC for random forests (on
the right), which is 0.8365. Random forests, however, are characterized by complex
underlying model structures and are more difficult to interpret.

In brief, compared to alternative accounting models belonging to the same branch of
literature, our method would be more reliable than the traditional ones, the implementation
feasibility being similar; it would be easier to construct than the newer techniques, the
reliability being similar.

Hence, our method would contribute to solve the common tradeoff between
implementation feasibility and accuracy characterizing bankruptcy prediction models. As
suggested in Jones et al. (2017), a simpler more interpretable model should be preferred to a
complex model, particularly if there is little difference in predictive performance.

6. Hazard model estimation
As robustness check, Table V shows the hazard model estimates for different lengths of the
reference period.

The hazard models allow the evaluation of whether the analyzed explanatory variables
determine the probability of default conditioned on the fact that no bankruptcy procedure
has been implemented before (by the same firm). The hazard function h(t) – also known as
the conditional failure rate – is the instantaneous rate of failure[5] and can be indicated as
follows:

h tð Þ ¼ h0 tð Þ exp b 0 þ xjb xð Þ

where h0(t) is the baseline hazard and b x are the regression coefficients of the explanatory
variables xj.

In Table V, we report the common semiparametric Cox proportional hazard model
estimates, but the Weibull model and the Cox model with shared frailty give similar results.
The Cox (1972) model, which assumes that the covariates multiplicatively shift the baseline
hazard function, is the most popular because of its computational feasibility. The baseline
hazard, h0(t), is given no particular parameterization, but whatever the shape of the hazard
over time, it is the same for everyone.

Figure 3.
A comparison
between our model
and random forests –
ROC curves
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We have tested the proportional-hazards assumption[6] by interacting analysis time with
the covariates to verify that the effects of these interacted variables have no significant
effect. We actually find – throughout the Stata stcox, tvc () option – that neither term
significantly interacts with time, hence themodel is correctly specified.

The empirical findings showed in Table V confirm previous results on the impact of all
explanatory variables on the probability of default.

7. Concluding remarks
The aim of this study is to develop a new bankruptcy prediction approach which can be used in
practice to signal the risk of failure of a firm. In this context, we first derive the firms’ debt level
and its vulnerability based on a new RPCA for skewed financial ratios. Second, we estimate a
more complex logit model, based on both the first step computed indebtedness indices and
additional non-financial firms’ characteristics, which allows specific bankruptcy scores
(predicted probabilities of default) to be computed for each firm included in the analysis.

The main findings of our application to Italian manufacturing firms show that the level of
indebtedness and its sustainability are significant factors in explaining firms’ default risk. The
coefficient associated with the vulnerability of debt, however, is always greater than that related
to the absolute level of debt indicating that the capacity of the firm to sustain a certain amount of
debt is an important factor to consider in firms’ creditworthiness evaluation. Moreover, the
interaction effect between debt and its sustainability varies widely. For firms whose predicted
probability of bankruptcy is low, the interaction effect is positive, while where firms have a
relatively higher predicted probability of bankruptcy, their interaction effects are all negative.
The majority of the other non-financial explanatory variables enters significantly with the
expected sign. In addition to several models that have been tested by the relatively short one-year
prediction horizon, we test the predictive power of the model several years prior to bankruptcy
and compare it with the popular Altman z-score. The empirical evidence suggests a good
performance in terms of both classification accuracy and reliability. Hence, the proposed
approach is an efficient alternative to the Altman z-score and can be used as an early warning
signal of financial bankruptcy. An early warning signal of over-indebtedness assumes a pivotal
role in the adoption of effective reorganization procedures. In brief, our method would be more
accurate in predicting default than traditional models (like z-score), it would be easier to construct
than recentmodels (like random forests).

The practical use of the empirical results is valuable for entrepreneurs, managers and
financiers. However, the research can be developed following several directions. First, it
would be interesting to compare the proposed approach with other rating systems to
evaluate companies’ financial stability and their creditworthiness. Second, our analysis
could be extended by applying real time recursive estimation methods. Finally, it may be
worthwhile developing a more general model of company default prediction including also
managerial practices and other qualitative information.

Notes

1. For comprehensive reviews on predicting corporate bankruptcy methodologies, see Aziz and Dar
(2006); Bellovary et al. (2007) and Ravi Kumar and Ravi (2007).

2. Since we consider both large companies and SMEs, to mitigate the effect of firm size on selected
variables, we first consider large, medium and small enterprises separately; we then divide each
financial variable by the average turnover of the corresponding group and, finally, we build up
the financial ratios.
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3. Note that we have run a standard Logit, a Rare Events Logit and a Linear Probability Model and
they produce similar results. We report the standard logistic regression estimates in the paper,
while the other results are available upon request.

4. Note that the relatively higher coefficient associated with the variable WKN cannot be ascribed to
scale differences because financial ratios have been standardized.

5. It is the (limiting) probability that the failure event occurs in a given interval, conditional
upon the subject having survived to the beginning of that interval, divided by the width of
the interval.

6. The proportional-hazards assumption states that the effects do not change with time except in
ways that have been already parameterized.
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